Cellular flow in a small blood vessel
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In the smallest capillaries, or in tubes with diameter $D \lesssim 8 \mu m$, flowing red blood cells are well known to organize into single-file trains, with each cell deformed into an approximately static bullet-like shape. Detailed high-fidelity simulations are used to investigate flow in a model blood vessel with diameter slightly larger than this: $D = 11.3 \mu m$. In this case, the cells deviate from this single-file arrangement, deforming continuously and significantly. At the higher shear rates simulated (mean velocity divided by diameter $U/D \gtrsim 50 \text{s}^{-1}$), the effective tube viscosity is shear-rate insensitive with $\mu_{\text{eff}}/\mu_{\text{plasma}} = 1.21$. This matches well with the value $\mu_{\text{eff}}/\mu_{\text{plasma}} = 1.19$ predicted for the same 30% cell volume fraction by an established empirical fit of high-shear-rate in vitro experimental data. At lower shear rates, the effective viscosity increases, reaching $\mu_{\text{eff}}/\mu_{\text{plasma}} \approx 1.65$ at the lowest shear rate simulated ($U/D \approx 3.7 \text{s}^{-1}$). Because of the continuous deformations, the cell-interior viscosity is potentially important for vessels of this size. However, most results for simulations with cell interior viscosity five times that of the plasma ($\lambda = 5$), which is thought to be close to physiological conditions, closely match results for cases with $\lambda = 1$. The cell-free layer that forms along the vessel walls thickens from $0.3 \mu m$ for $U/D = 3.7 \text{s}^{-1}$ up to $1.2 \mu m$ for $U/D \gtrsim 100 \text{s}^{-1}$, in reasonable agreement with reported experimental results. The thickness of this cell-free layer is the key factor governing the overall flow resistance, and this in turn is shown to follow a trend expected for lubrication lift forces for shear rates between $U/D \approx 8 \text{s}^{-1}$ and $U/D \approx 100 \text{s}^{-1}$. Only in this same range are the cells near the vessel wall on average inclined relative to the wall, as might be expected for a lubrication mechanism. Metrics are developed to quantify the kinematics of this dense cellular flow in terms of the well-known tank-treading and tumbling behaviours often observed for isolated cells in shear flows. One notable effect of $\lambda = 5$ versus $\lambda = 1$ is that it suppresses treading rotation rates by a factor of about 2. The treading rate is found to scale with the velocity difference across the cell-rich core and is thus significantly slower than the overall shear rate in the flow, which is presumably why the flow is otherwise insensitive to $\lambda$. The cells in all cases also have a similarly slow mean tumbling motion, which is insensitive to cell-interior viscosity and decreases monotonically with increasing $U/D$.
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1. Introduction

In vessels with diameters smaller than around $D = 8\, \mu m$, blood cells are observed to flow down the centre of vessels and advect with little or no change to their apparent axisymmetric bullet-like shape (Skalak & Branemark 1969; Pries & Secomb 2003). In cases there appears to be a mild asymmetry, but an axisymmetric model seems well justified and has been used in both theoretical studies (Secomb 1987) and simulations (Pozrikidis 2005). The steadiness of the cell shape and its position at the centre of the vessel leads to the red cells acting as solid plug-like bodies with layers of Newtonian-fluid plasma between them and the vessel walls. The formation of relatively thick cell-free layers, relative to the vessel diameter, explains the minimum in effective viscosity observed for $D \approx 7\, \mu m$ (Pries, Neuhaus & Gaehtgens 1992).

For larger diameter vessels, the cells no longer form single-file trains (Gaehgens, Duhrssen & Albrecht 1980; Pries & Secomb 2003). Instead, they appear to deform continuously into complex and varied shapes as they interact and move relative to each other. There are still layers of nearly pure plasma along the vessel walls (Alonso et al. 1995; Soutani et al. 1995; Kim et al. 2007), which are consistent with low near-wall viscosity measurements (Long 2004), but the overall dynamics are complex. There is no uniformity of shape or orientation of the cells and detailed experimental diagnostics are challenging at these small scales in blood. Our study is focused on flow at the onset of this apparently more random behaviour. We simulate vessels with $D = 11.3\, \mu m$, which corresponds to the diameter of the vessel being twice that of a sphere with the same volume as a red cell. This $D$ is also just above both the approximately $8\, \mu m$ disk diameter of a resting red cell and the diameter for which the effective viscosity is expected to be minimized (Pries et al. 1992). The cell motions are expected to significantly deviate from the orderly, single-file behaviour seen in smaller vessels, but since the vessel diameter is only just larger than the cells, the cellular makeup of the fluid is still expected to be a key factor affecting the flow dynamics.

We only consider red cells. In whole blood, they are about 1000 times more prevalent than white cells, and therefore are expected to play a dominant role in blood mechanics, though the somewhat larger size and greater stiffness of white cells might indeed make them dynamically significant in the smallest vessels despite their relatively low concentration (Kamm 2002). There are also platelets in blood, but they are only about $3\, \mu m$ in their longest dimension and are outnumbered by red cells by a factor of around 15. They are not therefore expected to be dynamically significant for the flows we study here.

Red cells are relatively simple from a mechanical perspective. Their interior is a haemoglobin-rich solution with no cell nucleus or other organelles, all of which are ejected from the cell early in its formation (Alberts et al. 2008). Following Pozrikidis (2003), we model the cell interior as a Newtonian fluid. A precise value for the interior viscosity is unknown, but measurements suggest a value that is only around five times higher than that of the plasma (Dintenfass 1968). The importance of the interior viscosity is unclear. Certainly, it is not expected to be a significant factor in vessels small enough that the cells flow nearly statically in single file, since in this limit there is little or no interior relative motion. However, it will be potentially more important for the larger vessel we simulate. We consider both $\lambda = \mu_{\text{interior}}/\mu_{\text{plasma}} = 1$ and $\lambda = 5$, the second of which is expected to be the more physiologically realistic and has been used previously (e.g. Pozrikidis 2005).

A red-cell membrane is a nearly constant area because of its high elastic resistance to dilatation (Hochmuth & Waugh 1987), but it is otherwise flexible, with small
enough resistance to shear (Hochmuth & Waugh 1987) and bending (Evans 1983) to deform substantially in blood flow at physiological conditions. At the lowest flow rates we simulate, the cells approximately retain their resting bi-concave shapes, whereas at the highest shear rates, corresponding to the upper range of what is expected physiologically, the cells are highly distorted. The lipids making up the cell membranes are sufficiently mobile to flow as a fluid within the membrane, but the overall viscosity of this membrane is high (Evans & Hochmuth 1976), and it is not clear if its fluid character is important for the overall flow dynamics in small vessels. Membrane viscosity is expected to affect cell relaxation times, as discussed by Pozrikidis (2005), but we neglect it here and still see good agreement with experimental measurements of blood flow in small tubes.

The intriguing rheological characteristics of blood flow in small vessels, which stem from its cellular character, have been widely documented. The Fähræus–Lindqvist effect (Fähræus & Lindqvist 1931) is the decrease in effective viscosity with decreasing diameter of the blood vessel. Below $D \approx 7 \mu m$, the effective viscosity appears to increase rapidly as the cells must deform more and more significantly to flow through the vessel, even in single file. The related Fähræus effect refers to a decrease in haematocrit with decreasing vessel diameter (Pries et al. 1994; Sharan & Popel 2001). This is also due to the increasing relative thickness of a near-wall plasma-rich layer in smaller diameter vessels. With our simulation model, we examine the effect of cell-interior viscosity and the overall flow rate on the cell-free layer.

Experiments show that in tubes with diameters between about $D = 20 \mu m$ and $100 \mu m$, the effective viscosity is relatively insensitive to shear rate for mean velocities $U$ such that $U/D > 50 s^{-1}$ (Reinke, Johnson & Gaehtgens 1986; Alonso et al. 1995). Effective viscosity can increase significantly with decreasing shear rate when red cells aggregate (Reinke, Gaehtgens & Johnson 1987; Alonso et al. 1995), which they do more easily at lower shear rates. Suppressing aggregation by altering the suspending fluid can indeed suppress the shear-rate dependence of effective viscosity at lower shear rates (Reinke et al. 1987). At low shear rates in capillaries or capillary-scale tubes, the flexibility of the red cells is expected to become relatively more important. It is, for example, essential for describing the single-file flow in the narrowest capillaries (Secomb 1987). Bulk viscometric measurements show that low-shear-rate viscosities match viscosities for hardened red cells, presumably because at low enough shear rates the red cells do not deform significantly and thus behave as rigid bodies (Chien et al. 1967). We neglect aggregation and study these factors directly, which are expected to be particularly important in the narrowest vessels. Our simulations are designed to examine the full range of relevant shear rates, from low shears with near-rigid-body behaviour of the cells to the large deformations at the highest physiological shear rates.

Theoretical models suggest that there should be a shear dependence of the effective viscosity in the smallest vessels, especially when cells must deform to even flow through the vessels. The more the cells deform, and thereby increase the thickness of the low-resistance plasma layers along the vessel walls, the more the overall resistance decreases (Secomb 1987, 2003). Our $D = 11.3 \mu m$ vessels are harder to model at the outset in this fashion because the packing and deformations of the cells are more challenging to anticipate or describe based upon the limited available experimental observations. This size of vessel in general has been challenging to study experimentally.

The widely observed presence of the near-wall cell-free region (Reinke et al. 1987; Alonso et al. 1995; Sharan & Popel 2001; Freund 2007; Doddi & Bagchi 2008,
2009; Gidaspow & Huang 2009) has inspired theoretical models for larger vessels as well. In these, fluids with different properties are assumed to represent the cell-rich and cell-depleted regions (Nair, Hellums & Olson 1989; Cokelet & Goldsmith 1991; Sharan & Popel 2001). Generally, these models assume an already separated flow caused by red-cell aggregation (Cokelet & Goldsmith 1991). The plasma viscosity is used for the cell-depleted layer, though a higher viscosity has also been used to model an anticipated increased resistance caused by the expected non-uniform diameter of the cell-rich region (Sharan & Popel 2001). Gupta, Nigam & Jaffrin (1982) include an intermediate layer between the vessel centre and the cell-free layer in which the viscosity increases linearly with distance from the wall. However, it is unclear what fidelity a continuum model could have for vessels such as we study with diameter so similar to the cell size. In summarizing such flow models, Sharan & Popel (2001) point out that both the single-file limit \( D / \mu \approx 8 \) and flows with \( D / \mu \approx 20 \) seem to be reasonably well understood, but not the range in between. We study \( D = 11.3 \mu m \) as a representative of this range. We shall see that even without aggregation a clear cell-free layer forms along the vessel walls and that it is indeed responsible for the apparent low viscosity of the overall flow. The core flow is so compacted by hydrodynamic factors that it ends up with an effective local viscosity many times that expected for blood at the nominal haematocrit of the vessel.

It is unclear what factors determine the thickness of the cell-free layer. Cell aggregation in the core, often induced through the addition of compounds that promote it, clearly enhances cell-free layer thickness (Cokelet & Goldsmith 1991; Kim 

et al. 2009), but shear-induced migration (Phillips 

et al. 1992) and lubrication-like lift forces (Freund 2007) have also been proposed. It is accepted that an increase in the width of the cell-depleted layer results in a decrease in the effective viscosity of blood flow in vessels with \( D = 10 \) to \( 40 \mu m \) in diameter. However, several studies, including both experimental (Kim 

et al. 2007) and numerical (Freund 2007) efforts, suggest that aggregation is not necessary for the formation of the cell-depleted layer and that inward flow-induced displacement is sufficient. For flow with suppressed cell–cell aggregation, the cell-depleted layer is reported to decrease in width with increasing discharge haematocrit (Sharan & Popel 2001; Kim 

et al. 2007), with decreasing shear rate (Kim 

et al. 2007, 2009) and with decreasing diameter (Sharan & Popel 2001; Kim 

et al. 2007). Cell–cell attraction is not included in our simulation model, yet we observe realistic cell-free layers and examine the hydrodynamics of their formation.

Our numerical microvessel model is introduced in §2, which includes its detailed physical configuration, a summary of the numerical methods used, and the simulation procedures followed. Sections 3–6 present basic quantitative results, including measures of cell deformations, cell orientations, cell distributions and the net effective tube viscosity. Comparisons with available experimental data are shown to be excellent. Section 7 analyses the cell-free layer from the perspective of lubrication lift forces. The widely discussed tank-treading and tumbling kinematic descriptions of isolated red cells are developed into quantitative metrics applicable to our dense cellular flow and evaluated in §8. Conclusions are summarized in §9.

2. Microvessel model

2.1. Simulation configuration

The simulation configuration is shown in figure 1. A streamwise periodic round model microvessel of diameter \( D = 11.3 \mu m \) and length \( L = 37.6 \mu m \) contains 12 red cells,
which gives a mean haematocrit of $H_c = 0.30$. A no-slip, no-penetration condition $u = 0$ is enforced on the vessel wall.

The red cells are modelled as neo-Hookean elastic cell membranes, though generalized to have independent shear, dilatation and bending moduli. Full details of our formulation are provided elsewhere (Zhao et al. 2010) and follow directly from the red-cell model of Pozrikidis (2005). After Pozrikidis (2005), we take the shear modulus to be $E_s = 4.2 \times 10^{-6} \text{ N m}^{-1}$ and bending modulus to be $E_b = 1.8 \times 10^{-19} \text{ N m}$, both of which are based upon reported measurements. This is a relatively simple model of red-cell mechanics; more detailed measurements (Li et al. 2005) have motivated more intricate constitutive models (Dao, Li & Suresh 2006). The near-incompressibility of the cell membranes is enforced with a large dilatational elastic modulus: $E_d = 67.7 \times 10^{-6} \text{ N m}^{-1}$. Even in the most distorting cases we consider, mean surface area variations are less than 6%. The purely elastic model we employ has been shown to reproduce quantitatively the effective viscosity of dense blood flow in round tubes (Freund & Zhao 2010; Zhao et al. 2010).

Blood plasma is accepted to be Newtonian (Whitmore 1968). As discussed in §1, we compare results for cells with interior viscosity that matches the plasma viscosity ($\lambda = 1$) with results for cells with interior viscosity that is five times greater than the plasma viscosity ($\lambda = 5$).

Because all the fluids are taken to be incompressible, there should be no change in cell volume. Of course, numerical errors can lead to violations of this, and such errors can accumulate in time during a long simulation and lead to significant changes in cell volume. Previously, we have shown that our basic scheme nearly preserves cell volume, even through complex distortions, and that our additional correction keeps volume variations below 0.01% (Zhao et al. 2010).

We consider mean velocities that range from about 40 to $5700 \mu \text{m s}^{-1}$, as seen in table 1. These correspond to pseudo-shear rates of $U/D = 3.7$ to $510 \text{ s}^{-1}$. This range was selected because of its physiological relevance in narrow ($\leq 100 \mu \text{m}$) vessels and because of the change in the rheological behaviour that is expected over this range. Because there are finite changes in the effective viscosity between the $\lambda = 1$ and 5 cases, the pseudo-shear rates do not match exactly. However, they are nearly the same, as can be seen in the table, making it convenient to use the common nominal values listed when discussing results.

The initial condition was configured with red cells of a standard bi-concave shape (Pozrikidis 2003) randomly offset from a regular single-file array. The perturbations
grew quickly in time, and all simulations are confirmed to be statistically stationary, as discussed in §2.3.

2.2. Numerical algorithm

The Reynolds numbers of flow in the microcirculation are well less than unity, which justifies neglect of the inertia terms in the flow equations. The flow can thus be solved with boundary-integral methods (Pozrikidis 1992), which are implemented using a particle-mesh-Ewald algorithm (Essemann et al. 1995) as generalized for Stokes flow by Saintillan, Darve & Shaqfeh (2005). This algorithm is based upon fast Fourier transforms for accurately evaluating long-range hydrodynamic interactions, so the number of operations scales as $O(M \log M)$, with $M$ being the number of surface collocation points on the cells. Alternative approaches for computing long-range interactions within the boundary-integral formulation can yield $O(M)$ overall scaling (e.g. Hernández-Ortiz, de Pablo & Graham 2007), though it is unclear that this nominally better scaling would be advantageous for systems of the size in this study.

Reduced hydrodynamic models (Noguchi & Gompper 2005; Dupin et al. 2007; McWhirter, Noguchi & Gompper 2009; Fedosov, Caswell & Karniadakis 2010a), where mesoscopic particle-collision models are employed, provide opportunities to significantly reduce computational expense on a per-cell basis. Being constructed from a thermal-particle perspective, they also can naturally include thermal fluctuations. Such formulations are also compatible with coarse-grained descriptions of the membrane mechanics (Fedosov, Caswell & Karniadakis 2010b). This approach has been used successfully to study the phenomena of red cells and red-cell-like elastic capsules in extensive parametric studies and for relatively large systems (Dupin et al. 2007; McWhirter et al. 2009; Fedosov et al. 2010a). However, the inherent modelling approximations of this approach fundamentally diminish fidelity for solving the hydrodynamics. For example, the narrow regions between closely packed cells will not be solved accurately unless they are sufficiently resolved. Similarly, the deformations of cells can be extensive, and sufficient resolution is also required to resolve the relatively sharp features that can form on the membrane. Whether or not these are

<table>
<thead>
<tr>
<th>$\mu_{\text{interior}} / \mu_{\text{plasma}}$</th>
<th>$U$ ((\mu\text{m s}^{-1}))</th>
<th>$U / D$ (s(^{-1}))</th>
<th>$U / D$ nominal (s(^{-1}))</th>
<th>Resolution $N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda = 1$</td>
<td>41.5</td>
<td>3.67</td>
<td>3.7</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>85.5</td>
<td>7.58</td>
<td>7.6</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>174.6</td>
<td>15.45</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>353.1</td>
<td>31.25</td>
<td>31</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>713.3</td>
<td>63.13</td>
<td>63</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>1431</td>
<td>126.6</td>
<td>127</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>2867</td>
<td>253.7</td>
<td>254</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>5753</td>
<td>509.2</td>
<td>510</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>41.4</td>
<td>3.66</td>
<td>3.7</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>85.4</td>
<td>7.76</td>
<td>7.6</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>173.5</td>
<td>15.35</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>352.3</td>
<td>31.18</td>
<td>31</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>713.0</td>
<td>63.10</td>
<td>63</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>1431</td>
<td>126.6</td>
<td>127</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>2864</td>
<td>253.5</td>
<td>254</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>5705</td>
<td>504.9</td>
<td>510</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 1. Cases simulated.
important in any particular application is difficult to anticipate. Here we choose a relatively costly high-fidelity approach to resolve both the membrane mechanics and the hydrodynamics. The full details of our formulation along with extensive verification and validation simulations are reported elsewhere (Freund & Zhao 2010; Zhao et al. 2010).

The cell shapes are represented by spherical harmonic expansions of the form

\[ x(\theta, \phi) = \sum_{n=0}^{N-1} \sum_{m=0}^{n} \tilde{P}_n^m(\sin \theta)(a_{nm}\cos m\phi + b_{nm}\sin m\phi), \tag{2.1} \]

where \( x \) are points on the membranes in three dimensions, \( \tilde{P}_n^m \) are the normalized associated Legendre polynomials, and \( a \) and \( b \) are the corresponding coefficients of the harmonic expansion. This expansion provides uniform resolution over the unit sphere on which the basis functions are defined, as discussed in full for this application elsewhere (Zhao et al. 2010). No attempt was made to adapt the mapping to improve resolution of sharp features; the spherical harmonic spectra discussed in §3 suggest that the deformations are indeed well resolved. The surface forces acting on the fluid due to stresses in the deformed cell membranes are evaluated analytically from this truncated expansion at collocation points on the membrane. Higher shear rates lead to larger cell deformations, which require more terms in this expansion to accurately represent. The resolution used in each case, quantified by \( N \) in (2.1), is listed in table 1.

A key advantage of our spherical harmonic discretization, in addition to its spectral resolution properties, is that it facilitates approximate de-aliasing (Canuto et al. 1987) of the nonlinear operations needed to calculate the membrane traction. This avoids the spurious buildup of short-wavelength deformations on the cell membranes without degradation of the resolved components of their shape, as must occur to some degree if any explicit or implicit numerical dissipation or filtering is used to stabilize the method. This is also discussed in full elsewhere (Freund 2007; Freund & Zhao 2010; Zhao et al. 2010). Numerical tests have shown that with our de-aliasing procedure, the resolution can be set as needed for accuracy goals without regard for stability and that the resolved spectrum is a good model for the modes represented when compared with significantly more resolved computations.

At the haematocrits of interest the cells come into close contact. A key advantage of a boundary-integral formulation is that it can facilitate accurate solution when only thin layers of plasma separate the cells. We do this by switching to a nearly singular formulation of the integrands when surface points on cells are in near proximity (Zhao et al. 2010). Though lubrication mechanisms preclude contact in finite time for finite forces, the finite accuracy of the discretization will still, after long times, permit cells to intersect. These rare occurrences are avoided by imposing a constraint on the cell separation: they are artificially separated if they approach closer than 56 nm. This separation distance is only 1% of the diameter of a sphere matching the volume of the cells. For flow conditions similar to those studied here, pressure drop in a round tube was shown previously to be independent of this model parameter (Zhao et al. 2010). This 56 nm constraint is close to the scale at which molecular interactions are expected to become significant. For example, fibrinogen is a 45 nm long (Bachmann et al. 1973) molecule present in blood plasma that is known to affect the aggregation properties of red cells (Marton et al. 2001) and thereby haemorheology (Chien et al. 1967). Thus, it is not clear that such a non-intersection constraint is any less realistic for non-aggregating blood cells than a more precise accounting of the lubrication layers would be.
Figure 2. Example pressure gradient history for $U/D = 254 \text{ s}^{-1}$, $\lambda = 1$. The straight dashed line represents the selected average pressure gradient.

The vessel walls are discretized with 25,704 triangular surface mesh elements, on which the surface force required to maintain the no-slip condition is computed using second-order accurate linear elements built upon seven-point Gauss quadratures (Pozrikidis 1992). The full details of this are also discussed elsewhere (Zhao et al. 2010).

2.3. Statistical convergence

Simulations were run until the mean streamwise pressure gradient was independent of the sample size. Trial starting points for establishing this statistical independence were determined by inspecting pressure gradient histories, such as that shown in figure 2. In this case, $t = 100 \text{ ms}$ was assumed to be the end of the initial transient. Over this period, a typical cell traversed around 100 tube diameters or 30 periodic lengths of the tube. This case is shown because it was initiated with a regular array of red cells, perturbed randomly off the centreline of the tube. All other cases were initialized by restarting simulations with the desired flow rates and interior viscosities from realizations of cases with similar properties that had already been deemed to be statistically stationary. This was done to reduce the initial transients they experienced.

3. Cell deformation

Examples of the red-cell shapes and orientations for different cases are shown in figure 3. It is clear that at the lower shear rates the cells are only slightly deformed, remaining close to their well-known bi-concave resting shape. At higher shear rates, they become elongated in the streamwise direction and develop sharper features, thus precipitating the need for higher resolution in these cases. Spectra of the deformation,

$$E_n = \sum_{m=0}^{n} (|a_{nm}|^2 + |b_{nm}|^2),$$

show this quantitatively in figure 4(a). We see that for the lowest flow rates, the $n$-odd components are close to those for the symmetric equilibrium resting shape, though deformation is increased somewhat at larger $n$ and there is now small but finite deformation in $n$-even modes due to small asymmetries cause by the flow. The plot of individual spectral components versus $U/D$ in figure 4(b) shows that deformation
at these higher mode numbers increases in approximately direct proportion to the pseudo-shear rate. We also see that the deformation is nearly identical for $\lambda = 1$ and 5, though at lower shear rates there is marginally more deformation for the $\lambda = 1$ cases.

It is also clear from the visualizations in figure 3 that at higher shear rates the cells become stretched and oriented in the streamwise direction, whereas at lower shear rates they appear more randomly oriented. This is quantified in figure 5(a–d), which shows the distribution of $\alpha$, which measures the angle between the radial coordinate
Cellular flow in a small blood vessel

Figure 4. (Colour online) (a) Time-averaged cell deformation spectra (3.1) for all the cases in table 1: , λ = 1; , λ = 5. For reference, circles show the spectrum of the red-cell equilibrium shape. Only three circle points are seen because the symmetry of this resting configuration causes the n-even points to be zero and because its smoothness leads to $E_n < 10^{-6}$ µm$^2$ for $n > 5$. (b) $E_{n=11}$ and $E_{n=15}$ for all the cases: , λ = 1; , λ = 5.

Figure 5. (Colour online) (a–d) Probability distribution of downstream cell tilt angle for α defined as shown in (e) for a typical cell. Cases with λ = 5 are shown for $U/D$ as labelled.

$r$ extending from the tube axis of symmetry and the projection onto the $r$–$z$ plane of the eigenvector of

$$M_{ij} = \frac{1}{A} \int_A x'_i x'_j \, dS(x) \tag{3.2}$$

corresponding to its smallest eigenvalue. In (3.2), $A$ is the surface area of a cell and $x'$ are membrane surface positions relative to the cell centroid. These principal coordinate directions $e_{1,2,3}$, the ellipsoid constructed based on the eigensystem of $M_{ij}$,
and \( \alpha \) are shown for a typical cell in figure 5(e). The minor axis of the ellipsoid, labelled \( e_3 \) in the figure, is selected for measuring this angle since \( e_1 \) and \( e_2 \) become ambiguous for slow flow due to the cell symmetry in the effectively rigid-cell limit.

4. Effective viscosity

The net resistance of blood flow in vessels is often quantified by its apparent Poiseuille-flow Newtonian viscosity \( \mu_{\text{eff}} \), measured relative to the viscosity of the suspending fluid \( \mu_{\text{plasma}} \). This is easily determined via the Poiseuille law, the mean pressure drop as presented in §2.3, and the mean flow rate in the tube, as discussed in detail by Zhao et al. (2010). It is plotted for all the cases in figure 6. Despite the factor-of-five increase in cell-interior viscosity, the \( \lambda = 5 \) cases show nearly the same shear-rate dependence as the \( \lambda = 1 \) cases. For both, \( \mu_{\text{eff}}/\mu_{\text{plasma}} \) decreases rapidly with increasing \( U/D \) at small shear rates and becomes shear-rate insensitive for \( U/D \gtrsim 100\,s^{-1} \), approaching \( \mu_{\text{eff}}/\mu_{\text{plasma}} = 1.21 \), which closely matches the value \( \mu_{\text{eff}}/\mu_{\text{plasma}} = 1.19 \) predicted by the empirical fit developed by Pries et al. (1992) using a database of 163 measurements from 18 high-shear-rate experimental studies. These experimental data were selected such that \( U/D > 50\,s^{-1} \) and a majority of the cases had \( U/D < 500\,s^{-1} \). The biggest difference between the \( \lambda = 1 \) and \( \lambda = 5 \) cases is at the highest shear rate \( U/D = 509\,s^{-1} \), with the \( \lambda = 5 \) case increasing to \( \mu_{\text{eff}}/\mu_{\text{plasma}} = 1.23 \) and the \( \lambda = 1 \) case continuing an apparently slow decrease to \( \mu_{\text{eff}}/\mu_{\text{plasma}} = 1.19 \), but even here the difference is clearly small. It does not seem possible to assess agreement with experiment more precisely since the experimental data generally vary by \( \pm 10\% \) around the empirical fits (Pries et al. 1992).

The shear-rate dependence of the effective viscosity for flow in tubes and vessels with diameters between \( D = 8 \) and 20 \( \mu \)m is not extensively documented. In larger tubes (\( \gtrsim 20\mu \)m) and in absence of significant aggregation, there appears to be little or no shear-rate sensitivity for pseudo-shear rates above 1 \( s^{-1} \) (Reinke et al. 1986, 1987; Alonso et al. 1995). However, for \( D = 11.3\mu \)m we see a marked increase in \( \mu_{\text{eff}}/\mu_{\text{plasma}} \) with decreasing \( U/D \) for \( U/D \lesssim 100\,s^{-1} \). This increase is more similar to that observed in vessels with \( D < 8\mu \), as summarized by Secomb (1987). The

![Figure 6. (Colour online) Effective relative viscosity for all cases: □, \( \lambda = 1 \); ○, \( \lambda = 5 \).](image)
resistance measured in these smallest vessels increases by a factor of about four as \( U/D \) decreases from around 200 s\(^{-1}\) down to around 2 s\(^{-1}\), which is thought to result from reduced deformations of the cells in this limit. Here, we see a behaviour that is intermediate between that reported for \( D \gtrsim 20 \mu m \) vessels and \( D \lesssim 8 \mu m \) vessels: an increase by a factor of about 1.4 as \( U/D \) decreases from 100 s\(^{-1}\) down to 4 s\(^{-1}\).

5. Local haematocrit

The dynamics of blood flow in small tubes is closely tied to the distribution of the cells, which we quantify with the local haematocrit profile in the vessel:

\[
H_c(r) = \frac{1}{2\pi L T} \int_0^T \int_0^L \int_0^{2\pi} \rho(r, \theta, z, t) \, d\theta \, dz \, dt, \tag{5.1}
\]

where \( \rho = 1 \) inside cells and \( \rho = 0 \) in the plasma, and \( T \) is the time over which the flow is deemed to be statistically stationary, as discussed in §2.3. The radius \( r \), angle \( \theta \) and streamwise coordinate \( z \) make up a cylindrical coordinate system centred on the vessel axis of symmetry (see figure 5e). Haematocrit profiles are shown in figure 7. All show a distinct drop in red-cell concentration towards the vessel walls corresponding to the well-documented near-wall cell-free layer, which is also clear in the visualizations of figure 3.

We define the thickness \( \delta \) of the cell-free layer as shown in figure 1 such that \( H_c(D/2 - \delta) = 0.01 \). All of the following trends are insensitive to this choice of threshold. For low shear rates, we see in figure 8 that \( \delta \) increases with increasing \( U/D \), but becomes approximately constant for \( U/D \gtrsim 100 \text{ s}^{-1} \). This is similar to many studies that show \( \delta \) increasing with \( U/D \) for non-aggregating cells (Reinke et al. 1987; Yamaguchi, Yamakawa & Niimi 1992; Alonso et al. 1995; Kim et al. 2009). We compare with an empirical fit of measured cell-free-layer thickness versus diameter for vessel diameters ranging from \( D = 10 \) to 40 \( \mu m \) (Kim et al. 2007). This fit gives \( \delta = 0.98 \mu m \) for \( D = 11.3 \mu m \), which is reasonably close to our value of \( \delta = 1.2 \mu m \), though their conditions only approximately match ours. The systemic haematocrit for the data fitted by Kim et al. (2007) was 0.42, which suggests that the local haematocrit
at the point of measurement might have been higher than the mean $H_c = 0.30$ in the present study. This discrepancy would be expected to decrease $\delta$. Soutani et al. (1995) similarly measured a cell-free layer thickness of about 1 $\mu$m (on average) for $D$ around 10 $\mu$m for $H_c = 0.30$ blood in saline. Evaluating the empirical fit of their considerably scattered data for $D = 11.3$ $\mu$m yields $\delta = 0.89 \pm 0.4$ $\mu$m. Our high-shear-rate value $\delta = 1.2$ $\mu$m is also in this range.

6. Velocity

The velocity profiles for all the $\lambda = 5$ cases are plotted in figure 9. The profiles become more blunted with decreasing $U/D$, with the only exception to this being the slowest flowing $U/D = 3.7$ s$^{-1}$ case, which seems to have its own distinct character. Here the cells are in effect nearly rigid, barely deformed by the flow (figure 3), and the
velocity profile appears to become more rounded as the cell-free layer thickness drops to near zero (figure 8). On the basis of visualized cell motion in a 12 µm diameter tube, Gaetgagens et al. (1980) anticipated blunted velocity profiles.

Figure 10 shows an example of how close to the wall the velocity profile matches the parabola that would be predicted for Poiseuille flow of a fluid with the plasma viscosity. However, towards the centre of the vessel, profiles flatten substantially. Parabolas can be fitted to this flattened region as shown, but the fits are poor except perhaps for the higher flow rate cases, such as shown in figure 10. No effective Newtonian viscosities could be deduced using a consistent procedure for all cases, and a Newtonian viscosity is not even expected in the core region. Nevertheless, all measures suggest that core viscosities are at least a factor of 10 higher than the plasma viscosity, meaning that the interior flow might be modelled as rigid relative to the plasma layer for some applications.

7. Lubrication lift forces and the cell-free layer

The effective viscosity becomes constant at higher shear rates owing to the insensitivity of the cell-free layer thickness to shear rate in this limit. Thus, understanding the mechanisms of overall flow resistance is tantamount to understanding what factors lead to the thickness of the near-wall cell-free layer. In the visualizations of figure 3, we see that in addition to becoming streamwise oriented at larger \( \frac{U}{D} \), the cells at the edge of the cell-free layer also become significantly flattened. The relative thinness of this layer and the relative flatness of the cells suggest that the lubrication limit of the flow equations might provide a reasonable model for the hydrodynamic forces that thicken this layer. For such a lubrication mechanism, the wall-normal lifting pressure should follow the well-known scaling of Reynolds (1886),

\[
\mathcal{P}_{\text{lub}} \propto \frac{U}{\delta z},
\]

which for constant \( \delta \) at fixed flow conditions should be balanced by a wall-directed force generated somehow in the cell-rich core. A lubrication mechanism would also
require a streamwise asymmetry in the near-wall cell orientation: on average they would need to be inclined in the streamwise direction. The visualizations of figure 3 also suggest such an orientation, especially for the middle range of the $U/D$ cases shown (figure 3b, c).

In two dimensions, the thickness of the cell-free layer, at least for the thin layers simulated, was seen to approximately follow a lubrication scaling: $\delta \propto \sqrt{U}$ (Freund 2007). This would be consistent with an approximately constant expansive force due to cellular interactions in the cell-rich core. Messlinger et al. (2009) recently showed a similar force–elevation dependence near a wall for two-dimensional fluid-filled elastic capsules. In the present case, a greater range of velocities are studied and the change in the cell-free layer thickness is a more significant fraction of the vessel diameter. We thus expect the expansion force to be a function of $P_{exp}(\delta)$ as the cells there are compacted and interact more strongly. For sufficiently small changes in $\delta$, this should be approximately linear relative to some fixed reference value $P(\delta_o) = P_o$: $P_{exp} = P_o + K\delta$, where $K = \partial P(\delta_o)/\partial \delta$. However, we can also anticipate that this linear model must fail as the core becomes increasingly resistant to confinement as the cells become more closely packed or interact more strongly.

To assess this, we assume that at the edge of the cell-free layer, lubrication lift forces (7.1) exactly balance a spring-like resistance to confinement. The expansion pressure $P_{exp}$ is thus in balance with the lubrication lift: $P_{exp} = P_{lub}$. For a linear-spring-like resistance of the cell-rich core to compression, we expect $P_o + K\delta = C\delta$, where $C$ is the constant of proportionality in (7.1). We also expect that $P_{exp}$ should rise significantly for $\delta$ larger than some critical compression or for flow faster than some critical rate. Both these behaviours are indeed seen in figure 11. For $\delta = 0.6 \mu m$ up to about $1.2 \mu m$, $U/D\delta^2$ is approximately linearly proportional to $\delta$. Beyond this, there is no further compression. The lowest $U/D$ case does not fit within this picture. In this limit, the cells are in effect nearly rigid and do not flatten towards the walls as would be needed for the lubrication approximation to apply (see figure 3a). We expect them to behave almost as rigid particles making up a viscous suspension, for which there is little theoretical guidance.

Figure 11. (Colour online) Lubrication scaling of the cell-free layer thickness: □, $\lambda = 1$; ○, $\lambda = 5$. The straight solid lines indicate the expected behaviour in the limits as labelled.
The abruptness of the transition between the apparent lubrication–linear-spring regime and the full-compression regime is striking, but perhaps not entirely unexpected. The cells are so easily deformed by the flow at the higher speeds simulated that their constant area and constant volume constraints presumably become relatively more important for their dynamic evolution, independent of their shear and bending elasticity. The deformation of the cells continues to increase at the highest $U/D$ shear rates, as seen most clearly in the plots of spectra (figure 4). However, this is most notable at high mode numbers, and given the relative amount of elastic energy associated with such deformations, this elastic energy is relatively small. It is also noteworthy that the packing does not increase to $H_c = 1$, its theoretical maximum, but remains $H_c \lesssim 0.7$ (figure 7). The resistance to packing must therefore be associated with the flow dynamics and motions of the cells in the cell-rich core, not just to elastic packing. This further supports the idea that it is the hydrodynamic interactions of the cells that counter the lubrication factors compressing them. Yet it is unclear if it is an increasing resistance to compression in the core flow itself or a breakdown of the inward lubrication forces due to a change of near-wall cell geometry that leads to this. The near-wall cell geometry is investigated next; the kinematics of cells in the core flow are investigated more fully in the following section.

For lubrication-like factors to contribute to the thickness of the cell-free layer, the cells on average must have a streamwise asymmetry, tilted upward in the direction of the flow. We assess this by computing the average cell inclination angle $\alpha$, as it is defined in §3. Small positive $\alpha$ indicates that the ellipsoid fitted to the cell shape forms a thin wedge-shape region between the cell and the vessel wall, resembling a standard slider-bearing configuration. The schematic diagram in figure 5(e) shows such an orientation, with the wedge-shaped lubricating fluid layer atop the cell for the orientation shown. The $\alpha$ distributions in figure 5(a–d) suggest a slight mean tilt towards positive $\alpha$ for the middle range of the simulated shear rates, but these distributions include all the cells in the vessel. Only the cells near the walls, at the edge of this cell-free layer, are relevant for lubrication lifting. Selecting an objective wall-closeness threshold is challenging because $\delta$ changes from case to case and the cells change shape, generally becoming thinner in the wall-normal direction at higher shear rates. We therefore, somewhat arbitrarily, choose the half of the cells whose centroids are closest to the vessel walls and average over these to compute a mean inclination angle $\bar{\alpha}_{1/2}$. The results are plotted for the $\lambda = 5$ case in figure 12. The four cases that fall on the straight line in figure 11 all have relatively large and positive $\bar{\alpha}_{1/2}$, which supports the potential importance of lubrication mechanisms in this regime. The other four cases have relatively small or even negative $\bar{\alpha}_{1/2}$. Switching the averaging criterion changes these results in detail, but not this general conclusion. Negative $\bar{\alpha}_{1/2}$ are unexpected, but not prohibited and might be an artefact of the approximations made. The defined tilt angle is based on a single metric of the complex cell shapes, and thus cannot completely represent lubrication effects for any particular shape. Furthermore, the lubrication theory discussed assumes steady flow, which is only approximately true for the cells, and is even then only an approximate solution of the full governing equations. It is expected to fail as the lubricating layer becomes thicker.

8. Tumbling and tank treading

Tumbling and so-called tank-treading behaviour is widely observed and discussed in regard to dilute suspensions of red cells (Abkarian, Faivre & Viallat 2007; Skotheim...
& Secomb 2007; Sui et al. 2008; Doddi & Bagchi 2009). Here we investigate these motions for our confined and realistically dense cellular flow. For what we designate pure tank treading, the cell maintains its shape while material points on its membrane cycle around its surface. Likewise, pure tumbling is a rigid-body-like flipping motion of the cell. These motions are easy to visualize and to discuss qualitatively for isolated cells. To investigate them quantitatively here, we must first define metrics that are applicable in the dense and confined flows we consider.

### 8.1. Tumbling and treading metrics

For cells in isolation, metrics corresponding to tumbling and treading behaviours are easily established. However, the large deformations and complex shapes of the cells flowing under physiological conditions render simple metrics impractical to implement. Further complicating our assessment, we cannot expect cells in a dense flow to ever simply tank-tread or tumble. To be descriptive, however, our metrics should also unambiguously indicate that these limits were the cells in isolation.

To assess the apparent rigid-body-like rotation of a tumbling cell, we define a rigid-body rotation vector $\omega$ based on the ellipsoid constructed from the principal axes $e^{(k)}$ ($k = 1, 2, 3$) of the membrane shape. If a cell maintains its shape but tumbles, this fitted ellipsoid, calculated as discussed in §3, will tumble with this same $\omega$. Figure 13 shows examples of fitted ellipsoids.

The time rate of change of any vector $e$ fixed to the fitted ellipsoid depends upon $\omega$ as

$$\dot{e} = \omega \times e.$$  \hspace{1cm} (8.1)

Taking the cross-product of each side with $e$ and summing the corresponding expressions for the three principal unit vectors $e_i$ yields an invertible $3 \times 3$ system to solve for $\omega$:

$$3\delta - \sum_{i=1}^{3} e_i e_i \cdot \omega = \sum_{i=1}^{3} e_i \times \dot{e}_i,$$  \hspace{1cm} (8.2)
where $\delta$ is the identity tensor. With (8.2), $\omega$ is easily calculated by accurately finite-differencing the time history of the orthonormal $e$ of $M_{ij}$ to compute $\dot{e}$.

Tank treading is a rotation of the membrane without a corresponding rotation of the basic shape of the cell. In this sense, it is a rotation in deviation from the rigid-body-like rotation that defines $\omega$. To quantify this, we employ a definition for membrane angular rotation rate $\Omega$ based upon its instantaneous velocity distribution, and design this rotation rate to match (8.2) for pure tumbling. We thus take $\Omega$ for membrane $A$ to satisfy

$$I \cdot \Omega = \int_A \mathbf{v}' \times \mathbf{x}' \, dS(x),$$

(8.3)

where $\mathbf{v}'$ and $\mathbf{x}'$ are velocities and positions relative to those of the cell centroid. Because of its role in dynamics, $I$ is called the inertia tensor and has components

$$I_{ij} = \delta_{ij} \text{tr}(A) - A_{ij},$$

(8.4)

where $A_{ij}$ matches $M_{ij}$ in (3.2) except for the area normalization:

$$A_{ij} = \int_A x'_i x'_j \, dS(x).$$

(8.5)

Here $I$ serves only a kinematic function of recovering rigid-body rotation in that limit. Thus, for pure rigid-body rotation $\Omega = \omega$. For pure tank treading $\Omega \neq 0$, though $\omega = 0$ in this case since the orientation of the cell remains fixed. Faster treading corresponds to larger $|\Omega - \omega|$.

We consider three examples to demonstrate these definitions and confirm our implementation. All are initialized with a red cell near the wall of a diameter $D = 16.9 \mu m$ circular tube of streamwise periodic length $L = 22.6 \mu m$. The cell’s axis of symmetry is parallel to that of the tube and its centroid is positioned at $r = 3.9 \mu m$. The flow is in the positive $z$-direction. The mean velocity in the entire periodic domain is $U = 2.82 \text{mm s}^{-1}$ and the peak velocity on the cells is therefore approximately twice this.

For a tumbling example, we take the viscosity inside the cell to be $\lambda = 10^4$ times that of the suspending plasma, which ensures that the cell will advect with negligible
distortion over the course of our simulation. For this case, we also stretch the cell by 5% normal to the vessel wall at its nearest point to remove degeneracy of the eigensystem of $A$ imposed by the perfect symmetry. Figure 14(a) shows the subsequent tumbling of the cell. The corresponding $\omega_\theta$ and $\Omega_\theta$ are confirmed to match in figure 15, so the treading metric is indeed zero, $\Omega - \omega = 0$.

Example tank-treading cases are constructed by setting the internal viscosity of the cell to be $\lambda = 5$ and $\lambda = 1$, with greater treading expected for the less viscous $\lambda = 1$ case. Figures 14(b) and 14(c) visualize the subsequent evolution of these model cells. In both cases, after an initial reorientation, the cell shapes become relatively stable though the membrane itself clearly continues to rotate. This treading rotation, as measured by $\Omega_\theta - \omega_\theta$, is plotted in figure 15. The initial tumble is clearly seen in this plot as well as the markedly different behaviour between these nominally tank-treading cells versus the tumbling cell with $\lambda = 10^4$. Treading is suppressed, as expected, for the $\lambda = 5$ cell versus the $\lambda = 1$ cell, being approximately one third of that for the $\lambda = 1$ case.

8.2. Tumbling and tank-treading results

Figure 16 shows the treading and tumbling behaviour for all the multi-cell cases simulated, averaged both in time and over all the cells. As the flow rate increases,
we see a similar decrease in tumbling for both interior viscosities (figure 16a). This is anticipated based upon the expected decreasing relative role of the membrane elasticity. For smaller $U/D$, the relatively strong membrane elasticity tends to preserve the cell shape, making it effectively more rigid and therefore more prone to tumbling. Interestingly, the tumbling metric becomes negative for the largest $U/D$ cases with $\lambda = 1$. This is a slow rotation counter to the mean shear of the flow.

Treading generally follows an opposite trend, for the most part increasing with increasing $U/D$ for small $U/D$ (figure 16b). This treading metric, however, levels out for $U/D \gtrsim 50$ for the $\lambda = 5$ cases and decreases at the highest shear rates for both $\lambda = 1$ and 5. As expected, there is always less treading for $\lambda = 5$ versus $\lambda = 1$, presumably because of the increased interior viscosity. As the cells become flatter and thinner
at larger $U/D$, this viscous interior resistance to treading is expected to be further augmented relative to the $\lambda = 1$ case, which is also consistent with the behaviour seen in figure 16(b).

Tumbling that is counter to the mean shear as seen for large $U/D$ in figure 16(a) might be unexpected. However, this simply corresponds to a cell whose leading edge appears to turn towards the centre of the tube, which can occur even though the cell membrane has a net rotation in the opposite direction. It is $\Omega_\theta$ in (8.3) that can be considered the net rotation rate of the cell membrane, and it is the membrane that satisfies the no-slip condition and is therefore expected to rotate on average with the mean shear in the flow. Comparing the results in figures 16(a) and 16(b) shows that $\Omega_\theta - \omega_\theta$ is indeed always positive and therefore consistent with the cell membrane rotating on average with the mean shear.

While these trends are interesting, and potentially important for some effects, all the treading and tumbling rotation rates are relatively small compared with the overall vessel shear rate. A cell spanning one-half of the vessel, not slipping with the vessel wall, and moving at $U$ in the centre would have an angular rotation rate of $2U/D$, which is approximately 10 times the tumbling and treading rates we see in figure 16. In general, both cell rotation rates better correspond to the velocity difference between the centre of the vessel and the edge of the cell-free layer. We see in the velocity profiles of figures 9 and 10 that less than about 10% of the drop in velocity between its peak at the vessel centre to the vessel walls occurs in the cell-rich core. Estimates based upon this velocity difference are thus consistent with the rotation rates seen in figure 16. Gaethtgens & Schmid-Schönbein (1982) measured a similarly slow treading rate for the more organized flow of red cells in a 8.5 $\mu$m diameter tube. Theoretical studies of still smaller tubes ($D \leq 7 \mu$m) also predict a slow treading rate that does not appear to be an important factor in the overall pressure drop in the tube (Hsu & Secomb 1989). These basic findings thus seem to extend to the present larger tubes, where the cellular disorganization makes simple diagnostics and theoretical analysis more challenging.

It is the tank-treading behaviour of the cells that appears to better correlate with the apparent changes in flow regime identified in the previous section. Tumbling (figure 16a) decreases monotonically and relatively consistently with increasing $U/D$. Tank-treading behaviour, however, is more complex. In the lubrication regime suggested by figure 11, treading increases for $\lambda = 1$ or remains approximately constant for $\lambda = 5$. However, at large $U/D$, for which there is no further increase in $\delta$, tank treading becomes suppressed, for both the $\lambda = 1$ and $\lambda = 5$ cases (figure 16). This might be a signature of whatever core-flow hydrodynamic interactions lead to the large $U/D$ behaviour seen in figure 11. In isolation, tank-treading cells tend to become inclined to the vessel wall (figures 14b and 14c), as we see in the near-wall cells in the apparent lubrication regime (figure 12). A reduction in treading is thus also consistent with a failure of lubrication lift at larger $U/D$.

9. Conclusions

Actual red cells are, of course, expected to be more complex than the Newtonian fluid finite-deformation shell model we employed here. However, our model closely matched measured values of the effective viscosity for flow in small tubes. It also provided reasonable agreement with the limited data reported for the thickness of the cell-free layer and its dependence on flow rate. These results support it being a
reasonably accurate model for the dynamics of dense cellular blood flows in small tubes.

We see that for the smallest shear rates considered \((U/D \leq 10 \text{s}^{-1})\) the cells approximately maintain their characteristic bi-concave equilibrium shape. Spectra show that the energy in the higher spherical harmonics representing the cell increases approximately linearly with increasing shear rate. At high shear rates, the cells flatten substantially and lengthen in the streamwise direction, developing relatively sharp features, especially at their trailing edges. The degree of deformation was insensitive to the factor of five increase in cell interior viscosity.

The computed velocity profiles were seen to be blunt: the near-wall velocity profile matched the parabolic profile expected for Newtonian flow at the plasma viscosity, and the interior profile becomes nearly flat, constituting less than about 10% of the overall change in velocity across the vessel diameter. It is clear that the effective viscosity of the cell-rich core is many times that of the plasma, and it would probably be reasonably well modelled as rigid in cases. The transition between the cell-free-layer parabola and the nearly uniform flow region is abrupt, extending over only about 1 \(\mu\)m.

For \(U/D \leq 100 \text{s}^{-1}\), it was seen that the cell-free layer thickened by a factor of nearly four with increasing shear rate. This occurred in a nearly identical fashion for the \(\lambda=1\) and \(\lambda=5\) cases. The dependence of this thickness upon \(U/D\) suggests that in the range \(U/D \approx 8 \text{s}^{-1}\) up to \(U/D \approx 100 \text{s}^{-1}\), the thickness of the cell-free layer was consistent with the mean tilt of the cells close to the wall: on average an asymmetric wedge-shaped region forms consistent with expectations for lubrication lift. The cause of the breakdown of this behaviour at larger \(U/D\) appears to be hydrodynamic, rather than elastic, in origin since the cells remain far from fully packed at even the highest flow rates. Whether hydrodynamic interactions make the core flow more resistant to compaction or disrupt the cell shapes generating the lubrication lift forces is unclear, but the apparent decrease of tank-treading behaviour is consistent with the latter.

Metrics were designed to quantify cell tumbling and tank treading, but the prominent tumbling and tank treading commonly reported for isolated cells is not seen in this dense and confined flow. With increasing shear rate, tumbling decreases monotonically, which is an expected consequence of the declining relative importance of elasticity and thereby reduced relative cell rigidity. Tank treading increases at small flow rates, especially for cases with matched interior–exterior viscosity \((\lambda=1)\), but falls in both cases at high shear rates, corresponding to the shear rate for which the cell-free layer achieves its maximum thickness. The rates of treading and tumbling were slow relative to the full vessel shear rates; their rate better corresponds to the small velocity drop between the vessel centre and the outer edge of the cell-free layer.
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