I. INTRODUCTION

We consider a small gas-filled bubble being compressed rapidly by a shock wave (see Fig. 1) and its subsequent jetting toward a viscous material. This configuration is motivated by medical procedures such as shock-wave lithotripsy, during which shock waves are directed toward kidney stones in the hope of fracturing them into “passable” pieces. At clinical shock-wave doses, there appears to be significant collateral injury to the kidney,\textsuperscript{1,2} which is implicated in certain short- and long-term complications.\textsuperscript{3} The action of cavitation bubbles is implicated in this injury.\textsuperscript{4,5}

Bubble expansion, caused by the negative-pressure phase of the lithotripter wave,\textsuperscript{6} has been suggested as a potential mechanism of the injury,\textsuperscript{7} but the bubble collapse is also potentially damaging. It is known that a bubble can collapse asymmetrically leading to the formation of a so-called re-entrant jet,\textsuperscript{8,9} which starts from where the shock first encounters the bubble and is able to penetrate the bubble’s far side with sufficient velocity to damage nearby material. This is one of the mechanisms thought to cause cavitational damage in engineered systems in cases where the flow’s dynamic pressure causes the cavitation and subsequent collapse.\textsuperscript{8} The shock sensitivity of explosives also appears to depend on this jetting mechanism. In this case, the formation of local hot spots in the material by the dissipation associated with this jetting seems to increase the overall explosive sensitivity of energetic materials to shock-like mechanical impacts.\textsuperscript{10,11}

In tissues, this jetting has been hypothesized to be the mechanism of mechanical injury during lithotripsy (e.g., see the recent discussion of Klaseboer et al.\textsuperscript{12}), and it is potentially the mechanism by which bubbles subjected to bursts of high-intensity focused ultrasound (HIFU) can erode tissue (e.g., Ref. 13). HIFU is also known to cause thermal injury to tissue, but our concern is with mechanical effects at energy deposition rates that preclude significant heating. Thermal injury is not expected in lithotripsy.\textsuperscript{14}

Simulations of collapsing bubbles typically neglect viscosity,\textsuperscript{12,15–21} which is indeed justified based on the Reynolds numbers of the jets expected under typical conditions,\textsuperscript{20} though for very small bubbles viscous effects have been identified for non-shock-induced (so-called Rayleigh) collapse near a wall.\textsuperscript{22} The re-entrant jets for lithotripter shocks appear to have speeds of around 1000 m/s,\textsuperscript{12} so for a 1 mm diameter bubble in water the jet Reynolds number is about 10\textsuperscript{6}. Even if we assume that the re-entrant jet diameter is only 1% of the bubble diameter, this Reynolds number is still 10\textsuperscript{4}. However, the significantly smaller bubbles that might form in microvessels in the kidney (say, 20 \mum diameter) and the significantly higher viscosities of
tissue (at least hundreds of times that of water) can lead to re-entrant jets with Reynolds numbers of around unity. This suggests that tissue viscosity might play a significant role in suppressing the jetting and any injury it might cause. Recent experiments involving laser-induced bubble growth and collapse in viscous fluids suggest that higher viscosity fluids both suppress the strength of the jetting and slow the time scale of the collapse.23

Viscosity has also recently been proposed to be important for the confinement of bubble expansion when subjected to model lithotripter shock profiles.24 Assuming spherical symmetry, we recently generalized the well-known Rayleigh–Plesset bubble dynamics model to account for confinement by an elastic membrane and an extensive Voigt visco-elastic material.25 Results suggest that even the highest estimates of tissue elasticity fail to suppress bubble growth significantly, but because of the small scales and nature of the expansion, even moderate estimates of tissue viscosity were able to play a substantive role in suppressing bubble expansion.

Though kidney injury directly motivates this study, it should also be clear that connection of the present study to tissue and its injury is loose since we neglect its elastic character altogether and study the collapsing bubble’s interaction with a viscous fluid. Our Newtonian viscosity can, of course, provide only an approximate model for tissue viscosity under small deformations and only the crudest possible model for the dissipation associated with the mechanical disruption of tissue. That understood, this type of interaction does not appear to have been studied and a linear viscosity model is clearly a reasonable start for investigating phenomenology. Extending the type of simulations employed herein to tissue-like visco-elastic-plastic models would be a non-trivial task. Furthermore, any such attempts to refine the tissue model would remain only phenomenological because of the lack of detailed constitutive models for the mechanics of tissue injury.

Section II introduces the physical model for studying jetting penetration of the viscous “tissue.” The numerical scheme is summarized in Sec. III, and simulation results along with a simple model reproducing the jet penetration depth are presented in Sec. IV. In Sec. V, this simple model is incorporated into a phenomenological model for the spreading of tissue injury with the thousands of shocks of a typical treatment. There it is shown to be successful at reproducing some in vivo observations of kidney injury during lithotripsy.

II. THE MODEL CONFIGURATION

We are interested primarily in the effect of a pre-existing bubble as it collapses on an adjacent viscous fluid, particu-
\[ \frac{\partial E}{\partial t} + \nabla \cdot [u(E + p)] = \nabla \cdot (\tau \cdot u), \]  

where \( \rho \) is the density, \( p \) is the pressure, \( u \) is the velocity, \( E \) is the total energy (kinetic plus internal), and \( \tau \) are the Newtonian-fluid viscous stresses. These equations are written compactly here in three-dimensions, but the simulation model is constrained to be axisymmetric. The liquid thermodynamics are modeled via a stiffened equation of state,

\[ p = \rho (\gamma - 1)e - \gamma p_s, \]  

where \( e \) is the mass-specific internal energy. The model parameters in Eq. (4) are selected to be \( p_s = 3 \times 10^7 \) Pa and \( \gamma = 7 \), which provides an approximate model for water.\(^{35}\) The bubble contents are modeled by the ideal gas equation of state: Eq. (4) with \( p_s = 0 \) and \( \gamma = 1.4 \).

Here we consider only the collapse and jetting process for a pre-existing spherical bubble. In lithotripsy, these are expected to be due to gas being pulled out of solution by the negative portion of the lithotripter wave, which follows the shock.\(^{36,37}\) The numbers of such bubbles are also expected to increase with subsequent shocks and the intensity of shock-induced collapse has motivated a close examination of their potential role in stone breaking.\(^{19}\) The jetting in this case also seems to be somewhat stronger than in corresponding Rayleigh collapse.\(^{20}\) While dissolution and diffusion are expected to be important for the formation of the gas bubbles, the collapse and jetting are expected to occur too quickly for any significant phase change or thermal transfer between the bubble and the surrounding fluid to affect the subsequent jet formation. Inclusion of such factors is important for calculating peak temperatures for asymmetric collapses,\(^{33}\) and presumably for behavior of the collapsed bubble upon re-expansion, but the jet formation is expected to be governed by mass and momentum conservation considerations that are independent of the microscopic details of the final collapsed condition. Simulation models that do not attempt to resolve the heat transfer, diffusion, and high-temperature effects in the equation of state behavior have indeed shown collapse dynamics that seem to match corresponding experimental data (e.g., Ref. 16). We follow this approach and neglect these factors, though our simulation does include liquid compressibility and viscosity, which are also often omitted from simulations. We also neglect surface tension. Weber numbers \( We = \rho U^2 D/\sigma \) based on bubble diameter, peak calculated jet velocities (see Sec. IV), and the surface tension of blood [\( \sigma = 0.06 \) N/m (Ref. 34)] are around \( 5 \times 10^5 \) and would be roughly the same for water. Thus, inertia is clearly expected to dominate surface tension for jet formation, justifying its neglect here.

For the small bubbles of interest, we shall see that the entire collapse and jetting penetration of the viscous fluid takes place in \( \sim 0.25 \) \( \mu \)s, with conclusions about suppressed penetration available after around 0.05 \( \mu \)s. For these times, a lithotripter shock can be assumed to have a sharp rise and then constant pressure. In water, where the pressure profiles are typically measured, the shock-wave pressure has an unresolvably fast rise time [theoretically around 0.15 ns (Ref. 35)] before it drops approximately linearly over about 1 \( \mu \)s.\(^{36}\) So by the time there would any significant decrease in the wave pressure, the bubble in our simulations will have collapsed to such a small size that its dynamics will not affect the subsequent jetting.

### III. NUMERICAL SOLVER

The basic simulation approach is similar to that of Johnsen and Colonius,\(^{18}\) who also considered bubble collapse by lithotripter shocks, though our objectives and the details of our algorithm are different. Our finite-volume solver for Eqs. (1)–(4) uses a TVD reconstruction with a minmod limiter\(^{36}\) and a HLLC (Ref. 37) approximate Riemann solver. These are standard techniques for single-phase gas dynamics calculations involving shocks. To track the three fluids in our system (the gas, fluid 1, and fluid 2), we also transport two phase variables, which are used to demark the different regions that the different fluids occupy: \( \phi_1 = 1 \) in the bubble and is 0 elsewhere, and \( \phi_2 = 1 \) in fluid 2 and is zero elsewhere. A wide class of level-set or phase-field schemes models the interfaces, which in reality are molecularly thin, with a mesh-resolved though narrow continuous variation of \( \phi \) between its extreme values on either side. With such a “smeared” interface model, the transport of the different \( \phi \)’s is governed by

\[ \frac{\partial \phi_1}{\partial t} + u \cdot \nabla \phi_1 = 0, \]  

\[ \frac{\partial \phi_2}{\partial t} + u \cdot \nabla \phi_2 = 0. \]

Numerical diffusion in general will further smear these interfaces in time, which greatly degrades the quality of long-time solutions. However, we have designed special terms based on initialization of the phase field using a tanh profile diffused over a few grid cells and keeping this profile fixed as it advects during the simulation.\(^{38,39}\) When coupled into the overall numerical scheme, this preserves the sharpness of the \( \phi \) representation of the material boundaries. These and all the details of the inviscid portion of the scheme are presented in full elsewhere.\(^{40}\) Viscous terms appearing in Eqs. (2) and (3) are discretized using a standard second-order finite-volume scheme in a way that keeps the overall method conservative. A four-stage third-order accurate semi-implicit Runge–Kutta method\(^{41}\) is used to treat viscous terms implicitly and effectively avoids the strong stability restriction encountered by explicit time integration methods for the higher viscosities. The resulting coupled system of linear equations for momentum in the \( x \) and \( r \) directions is solved using the BICGSTAB (Ref. 42) algorithm.

Solutions with finite-volume solvers are not potentially as fast as with boundary-element methods,\(^{16}\) but the inclusion of viscosity seems to preclude boundary-only discretizations since Green’s functions are only available in the inviscid and strictly viscous limits. Boundary integrals would also be inconsistent with our current simulations in which we wish to track the fluid jet even after the bubble has collapsed to very small (negligible in our model) size. Perhaps not essential, but potentially important, a finite-volume solver
also allows explicit two-way coupling of the shock propagation and the bubble response. The simulations presented herein required 1–3 processor-days to complete, which is still very fast given the availability of parallel systems. The longest of times were required for the most viscous cases because of longer convergence times for the implicit time advancement.

The axisymmetric computational domain extends 100 μm in x and out to 50 μm in r and was discretized by 800×400 mesh points in these two directions, respectively. For all the penetration distances calculated, less than a 10% change was observed for a 400×200 mesh calculation. The fluid 1/fluid 2 boundary was at x=45 μm and the shock was initialized using the shock-jump conditions for Eq. (4) at x =10 μm. Simulations were run with time step \( \Delta t \) adjusted to fix the CFL number: \( \Delta t |u|_{\text{max}} / \Delta x = 0.3 \), where \( \Delta x \) is the mesh spacing.

IV. RESULTS

Figures 2–4 visualize the collapse and re-entrant jetting. For the higher viscosity cases (Fig. 3 and especially Fig. 4), the penetration of the jet into fluid 2 appears to be suppressed. But it is also clear from frame (c) of all three figures...
that the initial asymmetric collapse and jet formation is insensitive to the viscosity of fluid 2. Quantitative comparisons of velocities confirm this. Peak $x$-direction velocities through the entire collapse and jet formation are nearly the same for all cases, as can be seen in Table I, though the viscous resistance of fluid 2 does increase jet velocities a bit. The peak jet velocity of 1.2 km/s is similar to that found for similar shocks by others.\textsuperscript{19,43}

The influence of the viscous fluid 2 is strongest when the bubble is directly in contact with fluid 2 (the $w=0$ case) up through $\mu=1$ Pa s, though this trend reverses for the highest viscosity. Except perhaps for the $w=0$ case, we can conclude that the collapse and initial jet formation are insensitive to the viscosity of fluid 2. A more significant increase in jetting velocity is seen for the case of a bubble adjacent a solid wall,\textsuperscript{19,43} which is presumably mostly due to the reflection of the shock. Our results, in which there is no acoustic impedance mismatch, suggest that there might also be a relatively small hydrodynamic influence from the wall. In all cases, the bubble collapses as it should to a size that is too small to be resolved by the numerical scheme, but because of this small size and mass it will also not affect the subsequent jetting dynamics.

Our principal interest is the distance $d(t)$ to which the jet penetrates the viscous material, because this is presumably related to disruption of tissue and the spreading of injury. To account for the small uniform advection due to the post-shock velocity, $d(t)$ is taken to be the $x$ distance between the

FIG. 3. (Color online) Same as Fig. 2 for the $\mu=1$ Pa s case.
fluid 1/fluid 2 interface at the \( r=50 \) \( \mu m \), where the post-
shock \( x \) velocity is steady and uniform, and the interface
location at \( r=0 \). This penetration depth is plotted in Fig. 5(a).
In all cases, our metric shows that the interface-bubble sepa-
ration first decreases, an effect which is particularly pro-
nounced for the \( w=0 \) cases. It is pulled this way by the initial
collapse, which is relatively symmetric at first, and because
the bubble shields the interface at \( r=0 \) from the shock’s ac-
celeration, which has been noted previously in the context of
interaction with kidney stones.\(^\text{19}\) This can be seen in the
frames of Figs. 2–4. After the initial attraction of the inter-
face toward the collapsing bubble, Fig. 5(a) shows that in-
creasing viscosity substantially slows the jet and suppresses
its penetration into fluid 2. The minor changes in peak jet
velocity seen in Table I do not lead to significant differences
in penetration depth, nor do the different distances between
the bubble and the wall. The penetration increases linearly in
time for the lowest viscosity cases, which shows that it is
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**FIG. 4.** (Color online) Same as Fig. 2 for the \( \mu=10 \) Pa s case.

**TABLE I.** Peak jet velocities in km/s for all cases.

<table>
<thead>
<tr>
<th>( \mu ) (Pa s)</th>
<th>( w=0 )</th>
<th>( w=D/4 )</th>
<th>( w=D/2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1.27</td>
<td>1.28</td>
<td>1.29</td>
</tr>
<tr>
<td>0.10</td>
<td>1.37</td>
<td>1.30</td>
<td>1.29</td>
</tr>
<tr>
<td>1.30</td>
<td>1.46</td>
<td>1.31</td>
<td>1.30</td>
</tr>
<tr>
<td>1.00</td>
<td>1.60</td>
<td>1.30</td>
<td>1.29</td>
</tr>
<tr>
<td>10.0</td>
<td>1.39</td>
<td>1.44</td>
<td>1.34</td>
</tr>
</tbody>
</table>
indeed nearly inviscid as anticipated based on the Reynolds number estimates in Sec. II.

For the cases with substantial penetration, visualizations such as in Fig. 6 show that the leading portion of the jet has a vortex-ring character. Recognizing that it is roughly spherical and that the jet’s fluid is inviscid, we can estimate the drag on the penetrating fluid by the value for an inviscid fluid sphere in a viscous fluid flowing without significant inertia: $4\pi \rho_\mu a$, where $a$ is its radius and $V$ is its speed. We rely on the geometric insensitivity of flow in the Stokes limit in making this estimate. The penetration depth history for $t \geq t_0$ can then be estimated via a solution of the equation of motion as

$$d(t) = \frac{V_0 \rho a^2}{3\mu} \left[ 1 - \exp\left( -\frac{3\mu}{\rho a^2}(t-t_0) \right) \right],$$

where $V_0$ is the initial velocity. This velocity is estimated by identifying the speed of a moving frame of reference that has a stagnation point on the $r=0$ interface between fluid 1 and fluid 2 at the beginning of penetration. For the $\mu=0.3$ Pa s, $w=D/4$ case, this velocity is $V_0 = 410$ m/s. Given the similarity of the collapses (Figs. 2–4) and of the peak velocities (Table I), we take this $V_0$ for all cases. The sphere radius is taken to be 3.5 $\mu$m, based on visualizations. This is, of course, an approximation since it is not exactly the same for all the test cases and can also vary in time for a single case. We also neglect the fact that the vortex-ring “sphere” has a trailing tail of low viscosity fluid and that a significant portion of its trajectory for the higher viscosity cases involves its entry into the viscous fluid, where it should have less drag. Both of these factors would tend to cause Eq. (7) to underpredict penetration depth. We also do not expect perfect numerical agreement since Reynolds numbers are only around unity, and so not in the strictly viscous limit where the $4\pi \rho_\mu a$ applies exactly. Despite all these approximations, the predictions from Eq. (7) are remarkably good, as seen in Fig. 5(b). They are within a factor of 2 with those from the simulations in Fig. 5(a), which is as good a comparison as can be expected given the crudeness of this model.

Given the translational velocity and diameters of a jet formed by a collapsed bubble, it seems that this model can provide an estimate of penetration depth, trajectory, and perhaps most useful whether or not significant penetration can be expected. It predicts the behavior of both the most viscous and most inviscid cases almost perfectly, though the latter is merely a consequence of the Stokes drag also being near zero for this low value of $\mu$. We could not expect to predict the eventually slowing of this vortex-ring jet given that the drag is not expected to be Stokesian in this case.

When the viscosity is high, the jet obviously does not penetrate the viscous fluid substantially. However, it does cause apparently large shear stresses on it. These simulations were not designed to resolve the thin boundary layers in fluid 1, so we are unable to calculate this stress precisely. The several-mesh-point thickness of the material interfaces in our numerical solution also makes this more challenging. It seems that over an order of magnitude more mesh points in the wall normal direction would be needed to resolve the boundary layers. However, we can estimate the wall rate of strain, which can be seen to be high in Fig. 7. The peak $y$ velocity adjacent fluid 2 is $v_{max}=866$ m/s. Assuming a linearly decreasing velocity between this peak and the $\phi_0=0.5$ contour with $\mu_1=0.001$ Pa s gives a shear stress estimate $\tau_w=2.3$ MPa. This high level is transient but well over what is needed to cause large deformations and potential injury to cells, which typically have an $\sim 1$ kPa Young modulus (e.g., Ref. 44). This “scrubbing” action of the jet when penetration is resisted might explain the apparent damage of the endothelium observed in blood vessels containing cavitation nuclei and subjected to HIFU.45 The velocity in fluid 2 in this case remains low. Any elasticity would, of course, further resist deformation.
V. A MODEL FOR INJURY SPREAD

A. Injury background

Images of the microstructure of injured kidneys, such as that reproduced in Fig. 8, suggest that injury spreads in sharp fronts behind which the tissue appears utterly disrupted.\textsuperscript{46} The tissue in this image was fixed by vascular perfusion immediately following the delivery of 1000 shock waves. This rapid fixing and relatively short treatment time was done so that the primary mechanical shock-wave injury could be distinguished from any subsequent injury due to hypoxia or other mechanisms. The Donier HM-3 used in this study is expected to have a peak shock pressure of about 40 MPa,\textsuperscript{26} which matches our shock model. The area of complete disruption in Fig. 8 is bounded approximately with the line added to the image. The tubules on the other side of this line and a few isolated in the disrupted region appear intact, but when examined in greater detail the cells there show blebbing and enlarged electron-clear vacuoles suggestive of localized ischemic injury.\textsuperscript{46} The cells and tubules near this borderline also seem to show more injury on sides adjacent to the disrupted area,\textsuperscript{46} which is consistent with the apparent spreading character of the injury. Within about three tubules from the disrupted region, the tissue appears completely normal.

Our principal concern is the primary mechanical disruption and its spread. We assume that jet penetration causes the disruption and that the mechanical effect of this disruption is to significantly reduce the dissipative resistance of the tissue. Simplistically, the viscosity of any material depends on how it irreversibly transports momentum when transversely sheared. When disrupted at a microscopic level, as we see in Fig. 8, this should be strongly suppressed. In our model this is represented by a drop in viscosity down to a level that offers little resistance to bubble-collapse induced jetting, such as that of fluid 1. For the 20 \( \mu \)m diameter bubbles of the simulations, this would need to be \( \leq 0.1 \) Pa s, which is over a factor of 20 higher than the viscosity of whole blood. For larger bubbles, the viscosity of the damaged tissue would need to be proportionally less. Bleeding into this lesion will also reduce the local viscosity toward that of blood, which is not expected to significantly suppress bubble jetting. The numerous small specks in the obviously injured region in Fig. 8 are red blood cells.

From Fig. 8, it appears that the spreading occurs along a front that roughly tracks the tissue microstructure. However, to attempt to relate the general features of the spreading to our jetting model, we assume that the region of injury is spherical with radius \( R(t) \). This \( R(t) \), of course, should only be regarded as the scale of the injured zone. Many factors are expected to affect its actual shape, including the local microstructure of the kidney and the direction of the shock waves; spherical injury \textit{per se} is not expected and not observed. Indeed, if shock-induced collapse is the root mechanism, we might expect spreading to predominantly occur in the direction of shocks, perhaps leading to roughly a cone shape lesion. Unfortunately, lesion shapes have not yet be quantified sufficiently to make any such assessment of lesion geometry, though this would be interesting and potentially important. The jetting instability of collapsing bubbles is also potentially important, and by its nature might be expected to be more isotropic in its action, perhaps leading to lesions that are roughly spherical. Johnsen and Colonius\textsuperscript{20} showed that jet velocities formed by such Rayleigh collapses are not too different from shock-induced collapse, and so should also be governed approximately by Eq. (8). It would be overly ambitious given current understanding to propose a model for the detailed structure of injury. What we hope to see with our single-length-scale model is that Eq. (7) leads to a spreading
that is consistent with the observations in lithotripsy. It should take around 1000 shocks before widespread injury is observed, yet upon reaching a typical clinical dose of 2000 shocks the injury should have an ~1 cm scale, whatever its actual shape. Lesion geometric effects will be grouped into an undetermined efficiency parameter $g$.

**B. The model**

The apparent success of Eq. (7) for penetration depth plus some additional assumptions yields a crude but interesting and potentially relevant description of injury spread through a tissue whose resistance to injury is primarily dissipative. From Eq. (7) we take the depth of injury of a single jet to be

$$\Delta_i = \frac{pV_o f^2 D^2}{3\mu}$$

where $f$ is the diameter of the penetration relative to the bubble diameter. This expression follows from Eq. (7) with $t \to \infty$ and $a = fD/2$. Based on our simulations, $f \approx 0.35$. This jet may be shocked induced, as in the simulations in this paper, but it also might occur as a bubble is first expanded by the negative-pressure portion of a lithotripter wave and then collapses. We recognize that this penetration distance is approximately independent of bubble stand-off distance [e.g., Fig. 5(a)].

We assume that injury starts in a small region of radius $R(t) = R_o$ and that there are few such regions in the kidney. Adding cavitation nuclei to the systemic circulation is seen to significantly increase injury all over the kidney, which suggests that its initiation under normal conditions is indeed a rare event. The nature of this initial injury under normal circumstances remains unclear, but it has been speculated about for some time. It has been suggested that it might start in some small, slow-flowing vessel in which cavitation nuclei can grow because they are not advected away between shock waves. The expansion of these might initiate injury. It might also start at a site of shock-induced bleeding. A shear-formed lesion with pooled blood would presumably be more receptive to cavitation injury. Here, we simply assume that this initial region has a radius $R_o = 5$ $\mu$m, corresponding to a small blood vessel.

The size of the injured region $R(t)$ is assumed to restrict the maximum size of a bubble that may exist there, thus permitting larger bubbles to exist as injury spreads. For large injury zones, however, we assume that finite surface tension or other factors such as the debris left behind by the tissue disruption take over to limit the maximum size of the bubble to some $D_m$. Pictures of bubbles in water at the target focal point of a lithotripter suggest an upper limit on bubble size of 0.5–1 mm. Respecting these two limiting behaviors, we choose to model the bubble diameter by the continuous function

$$D = D_m \tanh \left( \frac{2R}{D_m} \right)$$

and take $D_m = 0.5$ mm. An implicit assumption is that after the compression phase of the lithotripter wave passes there is an expansion, which causes the bubbles to re-grow. This is potentially destructive, but based on resistance to expansion estimates, we assume that this action does not extend $R(t)$ when the bubbles are still small. It is also presumed that the violent action of the collapsing and re-expanding bubbles spread bubbles and effectively spawn new nuclei throughout the region of injury. It should be clear that $D$ and $D_m$ in Eq. (9) refer to their size when the next shock comes. Here the bubble is thought to be primarily composed of gas which has come out of solution. At atmospheric pressure, the lifetimes of these bubbles for typical lithotripter shocks is thought to be around 60 s.

Assuming that the volume of the injury increases by the volume of the jet penetration and using Eq. (8), the predicted growth rate of the region of injury is thus

$$\frac{dR}{dt} = S_{rg} \frac{V_o}{5} \frac{f^2}{4} \tan^2 \left( \frac{2R(t)}{D_m} \right)$$

We take $V_o = 410$ m/s based on the jet penetration data from Sec. IV and the shock-wave delivery rate $S_{rg} = 1/s$. The viscosity associated with the disruption of tissue at this scale is quite uncertain; following on the discussion in Sec. II we take it to be $\mu = 1$ Pa s. Finally, the parameter $g$ is included in Eq. (10) as a model of damage efficiency. It accounts for the finite diameter of the jet in eroding the tissue, anisotropy of the spreading of a non-spherical lesion, and any other factors (e.g., out of phase bubbles with the shock) that mediate the spreading rate. It has long been known with regard to the cavitation damage of surfaces in high-speed liquid flows that only a small fraction (e.g., $g \approx 10^{-4}$) of collapsing bubbles manage to actually damage the surface. Anisotropy of spreading, such as spreading predominantly in the shock direction, will reduce $g$ accordingly. Without the possibility of firmer estimates, we can consider $g$, or perhaps $g/\mu$ together, as a single adjustable parameter to see if we can match any of the phenomenology observed in actual tests with kidney tissue, with the expectation that $g$ will be well less than unity though well more than the $10^{-4}$ value for flow driven cavitation because the bubbles are confined by the tissue.

To craft Eq. (10), we assume that the injured region expands spherically due to shock induced jetting. In Sec. V A, we recognized that $R(t)$ can only in truth be considered a scale of the region of injury. We should also recognize that shock-induced jetting is not the only potential for spreading injury as the bubbles become larger. Bubble expansion is potentially injurious for larger bubbles and so is the jetting associated with any Rayleigh (non-shock-induced) collapse of expanded bubbles. The basic model we construct here can include the details of the micromechanisms of injury as they are better understood; for now, the principal objective with this model is to show that its basic precepts lead to an apparent injury threshold and injury extent comparable to observation.

An $R(t)$ solution for $g = 0.01$ is shown in Fig. 9. The most interesting aspect of this solution is the clear threshold behavior: $R(t)$ remains small for $t \leq 1000$ s, which corresponds well with observations from pig kidneys. This switch-over point is particularly sensitive to $g$. After that point, there is a change to rapidly increasing injury. For these
model parameters, \( R(t) \) reaches nearly 1 cm, which is indeed comparable with the lesion size observed in kidney tissue.\(^6,47\) The long-time spreading rate and therefore the lesion size is sensitive to \( D_m \) but it is noteworthy that with a reasonable estimate of \( D_m \) from in vivo lithotripter bubbles sized, a single \( g \) seems to capture both the threshold and extent of injury.

While this crude model does indeed predict behavior that is consistent with observations concerning the threshold behavior and lesion sizes observed, it does not explain the apparent increase in injury with increasing shock-wave delivery rate.\(^2,52,53\) This rate dependence might be associated with the formation of the initial injury. Increased time between shocks to advect cavitation nuclei in the blood stream away from the focal region or the need for an initial insult via a non-cavitational mechanism might both introduce a rate dependence by delaying the onset of the above spreading mechanism.\(^50\) The bubble diameter \( D \), modeled as time independent in Eq. (9), also has the potential to introduce a rate dependence. It is expected that with sufficient time the bubbles will effectively vanish, though this is expected to be slow at typical conditions.\(^5\) Thus, the expected shock-rate dependence of \( D \) or \( D_m \) might also introduce rate dependence into the model. Such a dependence could be included by modeling bubble diffusion,\(^4,6\) but the model is probably in need of further testing before building upon it would be fruitful. Tests with erodible materials with known material properties and observable bubble dynamics would be invaluable for assessing this in greater detail.

VI. SUMMARY

In summary, we have shown that viscous resistance of the kind expected in tissue can significantly suppress penetration of bubble-collapse induced jetting. A simple model, which matches these data, was built into a phenomenological model for spreading injury via this mechanism. With one adjustable parameter (\( g \)), which we can only anticipate to be well less than unity, this model reproduces the apparent \(~1000\)-shock threshold behavior seen in shock-wave injury of kidneys. For reasonable estimates of the maximum in vivo bubble size, the extent of predicted contiguous injury is comparable to that observed.
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