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Abstract

Low temperature ion bombardment of initially crystalline, defect-free silicon with 700 eV ion beam energy creates a highly-damaged stressed layer a few nanometers thick on the surface. An apparent steady state in structure is achieved at a fluence of $2 \times 10^{14} - 3 \times 10^{14}$ ions/cm$^2$. In this work, the stresses are computed using the interatomic force definition of stress. The stress evolution is studied as a function of argon implantation into the target. Stress per implanted argon atom is observed to reach a nearly constant value between 20 MPa and 25 MPa at a fluence of $1.2 \times 10^{14}$ ions/cm$^2$.
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1. Introduction

Ion bombardment of semiconductors like silicon and germanium using inert gas ion beams of argon, xenon or krypton is known to create regular, highly periodic, nanometer length scale surface patterns at ion fluences greater than $10^{16}$ ions/cm$^2$ (Ziberi et al., 2005; Gago et al., 2002; Ichim and Aziz, 2005). In these experiments, bombardment at medium ion beam energies (in the 0.5 keV to few keV ranges) of an initially defect-free and stress-free silicon target leads to a highly-damaged (amorphous) layer in the few nanometers near the surface (Moore et al., 2004; Haddeman and Thijsse, 2003). Effects of bombardment like sputtering of target atoms and stress creation in the target change as the target evolves to the highly-damaged state. Molecular dynamics (MD) simulations of silicon target bombarded with argons at 700 eV beam energy show the evolution of the target structure to an apparent steady state at fluences as low as $2 \times 10^{14} - 3 \times 10^{14}$ ions/cm$^2$. Similarly, sputter yield evolution has been shown to evolve to steady state at fluences of $1 \times 10^{14}$ ions/cm$^2$ (Moore et al., 2004). In this paper, the creation of an apparent steady state stress is analyzed from MD simulations of...
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ion impacts. Once the structure, sputter yield, implantation and stress reach a steady state, the response of the surface to any further ion bombardment is expected to be free from transients or any anisotropy due to the crystalline bulk structure. Studying the response of such a steady state surface can yield useful insights in to the atomic-scale mechanisms that lead to pattern formation.

Stress development in thin-films due to ion bombardment and ion-assisted deposition has been the subject of many experiments and numerical simulations. An atomic peening model presented by d’Heurle (1970), d’Heurle and Harper (1989) demonstrates creation of a compressive stress in the target due to impinging ions. A model based on linear cascade sputtering theory and the atomic peening model predicts a linear dependence of compressive stress with ion flux and the square root of the energy (Windischmann, 1987). The stress in this model is given by

$$\sigma = K_1 f E_B^\frac{1}{2} \frac{EM}{(1 - \nu)DN_0},$$  \hspace{1cm} (1)

where $\sigma$ is the stress created in the target due to bombardment, $K_1$ is a proportionality factor, $f$ is the ion flux, $E_B$ is the ion beam energy, $E$ is the elastic constant, $\nu$ is the Poisson’s ratio, $D$ is the density of the target, $M$ is the mass of the target and $N_0$ is the Avagadro number. $\delta$ contains information about the atomic numbers of the ion and target and is given by

$$\delta = \frac{Z_1 Z_2}{U_0} \left(1 + \frac{M_1}{M_2}\right)^\frac{1}{2} \left(Z_1^\frac{1}{2} + Z_2^\frac{1}{2}\right)^\frac{1}{4},$$  \hspace{1cm} (2)

where $Z_1$ and $M_1$ are the atomic number and the mass of the ion, respectively, $Z_2$ and $M_2$ are the atomic number and the mass of the target atoms, respectively. $U_0$ is the surface binding energy. The dependence of the atomic numbers and the binding energies are contained in the term $\delta$. The dependence of stress on ion and target masses, atomic numbers, working gas pressures, substrate orientation have all been studied (Windischmann, 1992). Eqs. (1) and (2) do not predict the evolution of the stress-free initially crystalline target to a stressed, ion-bombarded target. It is assumed in these models that the material properties like the elastic constants do not change during bombardment as the material evolves from a crystalline state to a highly-damaged state.

Experimentally, ion bombardment with keV ion beam energies is shown to result in a compressive stress in the material (Chan et al., 2007). Ion bombardment in the MeV energy range on silicon wafers leads to an increasing compressive stress, followed by a decrease and then saturation in the compressive stress with increasing fluence (Volkert, 1991). Transitions between tensile and compressive stress regimes with increasing fluences have been observed in materials other than silicon (van Dillen et al., 1999; Lee et al., 1999; Zhang et al., 2003). van Dillen et al. (1999) propose a viscous flow relaxation model to explain stress evolution due to ion bombardment. Stress evolution has also been studied in atomistic simulations by Zhang et al. (2003) and Mayr and Averback (2005). In the work by Zhang et al. molecular dynamics simulations of stress evolution have been performed on self-bombarded carbon targets in the 1–150 eV beam energy range (Zhang et al., 2003). A steady state stress of 2–6 GPa has been calculated using the virial definition when the ion energies are between 30 eV and 150 eV after low fluences for carbon targets.

In this work, we first present the different formulations that are available to compute stresses in an atomistic system. Then, the suitability of these formulations to compute stress in ion-damaged targets is discussed. In the subsequent sections, results from MD simulations of stress evolution due to argon impacts on silicon and implantation evolution are presented until a fluence at which there is an apparent steady state in the stress induced by bombardment.

2. Atomic stress definitions

In an atomistic simulation, such as a classical molecular dynamics simulation or a Monte Carlo simulation, the atomic positions and velocities are solved by integrating the equations of motion. In order to link the atomic positions and momenta to a macroscopic (continuum) stress, many different formulations like the virial
stress, the Hardy stress (Hardy, 1982), the BDT stress (Basinski et al., 1971), the Lutsko stress (Lutsko, 1988) and the interplanar mechanical stress exist.

The virial definition of stress is derived from a generalization of the virial theorem presented by Clausius (1870), Irving and Kirkwood (1950). The virial definition of stress component $\sigma_{11}$ for a system modeled using two-body and three-body interactions is given by

$$
\sigma_{11} = \frac{1}{\Omega} \left( \sum_i m_i v_i^2 + \sum_i \sum_{j>i} x_{ij} f_2 (r_i, r_j) \right) + \frac{2}{\Omega} \left( \sum_i \sum_{j>i} \sum_{k>j} x_{ij} f_3 (r_i, r_j, r_k) + x_{jk} f_3 (r_k, r_i, r_j) \right),
$$

where $\Omega$ refers to the system volume, $m_i$ is the mass of atom $i$, $v_i$ is the velocity of particle $i$, $x_{ij}$ is the $x_1$ component of the position vector $r_{ij} = r_i - r_j$, $f_2 (r_i, r_j)$ refers to the component of two-body force between atoms $i$ and $j$, and $f_3 (r_i, r_j, r_k)$ is the $x_1$ component of three-body interaction between atoms $i$, $j$, and $k$. The three-body terms, $f_3 (r_i, r_j, r_k)$, are zero for silicon–argon and argon–argon interactions. In deriving the virial formula, it is assumed that the material undergoes a homogeneous deformation. The unsuitability of the virial stress definition to the ion-bombarded target stems from the homogeneous target assumption. Cheung and Yip (1991) show that the virial definition cannot be interpreted meaningfully in the presence of inhomogeneities like free surfaces. An example of the highly-damaged target in which stresses are computed in the near-surface region is shown in Fig. 1. In fact, using the virial definition of stress for an ion-damaged target gives results that are contrary to experimental observations. Using virial stress definition for computing stress in the target bombarded with 500 eV ions, a tensile stress of 13 GPa is observed after a fluence of $2.64 \times 10^{14}$ ions/cm$^2$. However, micromirror curvature correction experiments in which thin-film silicon MEMS micromirrors are bombarded with argons at similar energies show a compressive stress in the target. Furthermore, at the energy ranges considered in this work, many (>75%) of the incident argon atoms are implanted into the target, increasing target density. The implantation and densification of the target will give rise to a compressive stress; however, this contradicts the results from the virial stress calculations (Kalyanasundaram et al., 2005).

![Fig. 1. Silicon target ion-bombarded with argon atoms up to a fluence of $2.61 \times 10^{14}$ ions/cm$^2$. The view is a projection along the [010] direction, with a domain size of 5.43 nm x 5.43 nm. A highly-damaged layer is created near the surface and a nearly crystalline bulk layer is observed beneath the damaged layer. Blue denotes silicon and red denotes argon. (For interpretation of the references in colour in this figure legend, the reader is referred to the web version of this article.)](image-url)
Other stress definitions like the BDT stress or the Hardy stress also make assumptions similar to the assumptions made in deriving the virial stress. The BDT stress, by definition, calculates a bulk homogeneous stress tensor. The BDT atomic stress is given by

\[
\sigma_{ij} = \frac{1}{\Omega} \left( \frac{1}{2} m^2 v_i^2 v_j^2 - \frac{1}{2} \sum_{\beta} \frac{\partial V}{\partial r^{\beta\beta}} \frac{r_{ij}^{\beta} r_{ij}^{\beta}}{|r^{\beta}|} \right),
\]

where \( V \) is the interatomic potential energy function, \( m^2 \) is the mass of the atom \( x \), \( v_i^2 \) is its velocity component in the \( x_i \)th direction, \( r_{ij}^{\beta} \) denotes the position vector joining atom \( x \) from atom \( \beta \) and \( \Omega \) is the small volume in which the stress is computed. This definition of stress cannot be used for an inhomogeneous deformation.

The Lutsko stress formulation and extensions to it by Cormier et al. (2001) are based on computing the local stress tensor using statistical mechanics. Once again, this definition can only be applied when the stress state is homogeneous. The Lutsko stress can be thought of as a modification of the BDT stress tensor and is given by

\[
\tilde{\sigma}_{ij} = \frac{p_i p_j}{m^2} \exp \left[ i \mathbf{q} \cdot \mathbf{r} \right] - \frac{1}{2} \sum_{\beta \neq \beta} \frac{\partial V}{\partial r^{\beta\beta}} \frac{r_{ij}^{\beta} r_{ij}^{\beta}}{|r^{\beta}|} \left[ 1 - \exp \left[ -i \mathbf{q} \cdot \mathbf{r}^{\beta\beta} \right] \frac{i \mathbf{q} \cdot \mathbf{r}^{\beta\beta}}{| \mathbf{r}^{\beta\beta}|} \right] \exp \left[ i \mathbf{q} \cdot \mathbf{r}^\beta \right],
\]

where \( \tilde{\sigma}_{ij} \) is the Fourier transform of the stress tensor \( \sigma_{ij} \), \( \mathbf{q} \) is a wavevector in Fourier space, \( p_i \) is the canonical momentum along the \( x_i \)-direction of atom \( x \), \( m^2 \) represents the mass of atom \( x \), \( r^\beta \) is the position vector of atom \( x \) from atom \( \beta \). The definition can be inverted and written in a form similar to the BDT definition as

\[
\sigma_{ij} = \frac{1}{\Omega_{\text{average}}} \left( \frac{1}{2} m^2 v_i^2 v_j^2 - \frac{1}{2} \sum_{\beta} \frac{\partial V}{\partial r^{\beta\beta}} \frac{r_{ij}^{\beta} r_{ij}^{\beta}}{|r^{\beta}|} \right),
\]

where \( \Omega_{\text{average}} \) is a small average volume in which the stress state is assumed to be homogeneous (Chandra et al., 2004). Cormier et al. show that the Lutsko stress can be calculated for an inhomogeneous deformation problem as long as the stress state is homogeneous within \( \Omega_{\text{average}} \). The Fourier transform approach assumes that the system has infinite spatial extent. A rigorous definition is not available when discontinuities like surfaces and interfaces are present (Zimmermann et al., 2004). Due to the presence of surfaces and a boundary between damaged and mostly-crystalline regions in the ion-bombarded target, the Lustko stress definition is not applicable to ion-bombarded targets.

The Hardy stress definition is similar to Lutsko’s stress definition and is given in Zimmermann et al. (2004). Stress calculated using the Hardy formalism has also been demonstrated to fluctuate near the surface, though the fluctuations are considerably smaller than those in the virial formalism (Zimmermann et al., 2004). The Hardy definition is, therefore, not suitable for ion-bombarded targets. Instead, the interplanar mechanical stress method, as described in Kalyanasundaram et al. (2005), is used here to calculate stresses in ion-bombarded silicon. The method, as applied to the ion-bombarded target, is discussed in the next section along with the results of stress evolution.

3. Stress evolution due to ion bombardment

Cheung and Yip presented the interatomic force-balance definition of stress in Cheung and Yip (1991). In defining this stress, a cross-section of area \( A \) is considered in the target. The \( \sigma_{11} \) component using the interatomic force-balance definition is given by

\[
\sigma_{11} = \frac{1}{A} \left[ \frac{1}{2} \sum_i \frac{m_i v_i^2}{At} + \sum_i \sum_{j>i} \mathbf{F}_{ij}(\mathbf{r}_{ij}) \cdot \mathbf{e}_1 \right],
\]

where \( \mathbf{F}_{ij} \) is the two-body force vector on atom \( j \) due to \( i \), \( \mathbf{e}_1 \) is the unit vector along the \( x_1 \) axis, \( \mathbf{r}_{ij} \) is the position vector of a point in the plane where stress is computed, \( m_i \) and \( v_i^2 \) are the mass of the \( i \)th atom and component of velocity of the \( i \)th atom along \( x_1 \) direction, respectively.
At low target temperatures, when the configuration of the target is nearly static and the kinetic energy or
the momenta are negligible, the stress computed using the interatomic force-balance definition at some cross-
section in the target is the force-field acting on a plane per unit area. For a target that is modeled by two-body
and three-body forces, the traction can be written as
\[
\mathbf{t}_n = \frac{1}{A} \left( \sum_i \sum_{j > i} \mathbf{F}_{ji}(\mathbf{r}_{ij}) + \sum_i \sum_{j > i \neq k} \mathbf{F}_{jki}(\mathbf{r}_{ij}, \mathbf{r}_{kj}, \Theta_{ijk}) \right),
\]
with
\[
\mathbf{n}_i \cdot \mathbf{n}_j < 0, \quad \mathbf{n}_i \cdot \mathbf{n}_k < 0,
\]
and
\[
\sigma_{11} = \mathbf{t}_n \cdot \mathbf{e}_1,
\]
where \(A\) is cross-sectional area, \(\mathbf{F}_{ji}\) is the force vector on atom \(j\) due to \(i\), \(\mathbf{F}_{jki}\) is the force on atom \(j\) due to atoms \(k\) and \(i\), \(\mathbf{n}_i\) is the unit vector passing through atom \(i\) normal to the plane, and \(\mathbf{e}_1\) is the unit vector along the \(x_1\) axis. Details of the MD simulations of ion impacts and the stress calculation procedure are presented in Moore et al. (2004), Kalyanasundaram et al. (2005). A thermostat used in the MD simulations maintains a bulk temperature of 77 K. The stresses are computed in the targets after freezing the defects to 4 K in order to obtain a static configuration. As shown in Kalyanasundaram et al. (2005), the calculations performed using the interatomic force-balance definition agree well with the tensile/compressive character of stress and also with the magnitude of the stress.

Using the interatomic force-balance definition, atomistic studies of stress evolution in silicon in the medium energy regimes show three regimes of stress evolution. The first regime, where the stress is tensile, has been explained to be due to the initial damage to the defect-free surface and occurs before the structure has evolved into a highly-damaged target.

---

**Fig. 2.** Evolution of implantation of argon atoms into the target bombarded at 700 eV. Initially, >75% of incident argons are implanted into the target. After a fluence of about \(3.5 \times 10^{14}\) ions/cm\(^2\), the number of implanted atoms in the target reaches a steady state.
The evolution of stress in the second and the third stage of evolution are explained to be due to implantation of argons into the target (Kalyanasundaram et al., 2005). First, the evolution of implantation is plotted in Fig. 2 as a function of incident ion fluence. The implantation of argons into the initially defect-free crystalline target increases linearly at low fluences. However, after a fluence of $3.5 \times 10^{14}$ ions/cm$^2$, the implantation behavior changes from an increasing trend into an oscillation about a steady value.

Fig. 3 shows the evolution of stress per implanted argon as a function of the implanted argons. The stresses are computed using the interatomic mechanical stress definition on a 5.43 nm $\times$ 5.43 nm cross-section defined in the target. Compressive stress is set in the target at a low initial fluence of about $7 \times 10^{13}$ ions/cm$^2$. At typical experimental fluxes of $10^{13} - 10^{15}$ ions/cm$^2$ s, this onset of compressive stress occurs in less than a few seconds of ion bombardment. The stress per implanted ion then reaches a steady state at an ion fluence of approximately $1.5 \times 10^{14}$ ions/cm$^2$. As the ion fluence increases to $3.5 \times 10^{14}$ ions/cm$^2$, the implantation behavior changes to oscillate about a steady value. The compressive stress calculated in the 5.43 nm $\times$ 5.43 nm cross-section continues to increase to about 1.62 GPa (8.8 N/m) and saturates at this value at a fluence above $3.5 \times 10^{14}$ ions/cm$^2$.

The stress evolution shown in Fig. 3 can be explained using a point-defect model. In the point-defect model, an argon atom is assumed to be implanted as a point-defect in a crystalline silicon target at an interstitial site. The traction for such a point-defect model is calculated to be 30.0 MPa per implanted argon. This point-defect model is expected to overpredict the stress rate because, in this model no structural relaxation is assumed in the target after implantation. No viscous relaxation mechanism is modeled in this work and it appears that the stress can be modeled as a function of implantation. The stress per implanted argon value agrees reasonably well with the values computed from the MD simulations (about 20–25 MPa per implanted argon).

4. Conclusions

Various definitions of stress that connect the atomic positions and velocities to macroscopic stress were presented. Stress evolution in a nanometer length scale silicon target due to argon bombardment at 700 eV is studied using an interatomic mechanical stress method. The applicability of other definitions like the virial...
stress was discussed. A saturation in the number of implanted argons is observed after a fluence of $3.5 \times 10^{14}$ ions/cm$^2$. Stress per implanted argon is nearly constant, the magnitude of which can be explained using a point-force model. Due to the saturation in the number of implanted argons, stress due to bombardment saturates at fluences as low as $3.5 \times 10^{14}$ ions/cm$^2$. At typical experimental fluxes, this fluence corresponds to a few seconds of ion bombardment. The saturation stress is 1.62 GPa (8.80 N/m) for the 700 eV case.
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