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I. Introduction

Evolution strategies (ES) are introduced for the optimization of active control parameters for enhancing jet mixing. It is shown that the evolution algorithms can identify, in an automated fashion, not only previously known effective actuations but also find good but previously unidentified parameters. In this study, simulations of model jets are used to demonstrate the feasibility of the methods. ES are robust, highly parallel, and portable algorithms that may be used to identify and optimize realistic Reynolds numbers. Simulations of inviscid incompressible flows using vortex models, as well as direct numerical simulations (DNS) of very low-Reynolds-number incompressible flows, are used in this study to evaluate different forcing parameters.

Our objective is twofold: 1) explore the possibility of ES to find previously identified modes of efficient operation and 2) discover previously unknown effective actuations. Practical engineering concerns will dictate the choice of actuator parameters and relevant cost functions. In Sec. II, we present a description of the ES; in Sec. III, we present results from the application of these to the optimization of compressible jets and vortex models. Section IV is a discussion of results and an outline for future research.
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II. Evolution Strategies

ES are continuous parameter optimization techniques based on principles of evolution such as reproduction, mutation, and selection. We define a vector in the control parameter space \( \mathbf{x} = (x_1, x_2, \ldots, x_M) \) as an individual and a set of such individuals as a population. ES use a fitness value, prescribed by \( F(\mathbf{x}) = F(x_1, x_2, \ldots, x_M) \), to identify the best individual from a population. We take better individuals to have larger \( F \) values.

A. Two-Membered ES

The simplest ES has a population with two competing individuals, a two-membered strategy. Evolution occurs by mutation and selection, the two operations that Darwin considered the most important in the evolution of species. Each individual is represented by a pair of real vectors \( \mathbf{u} = (u, \sigma) \), where \( \sigma \) is an \( M \)-dimensional vector of standard deviations.

Following Rechenberg, the optimization algorithm is as follows:

1) Initialization is where a parent genotype consisting of \( M \) genes is specified initially as \( \mathbf{x}^0 \).

2) Mutation is when the parent of generation \( n \) produces a descendant with slightly different genotype. The operation of mutation is realized by modifying \( x_i \) according to \( x_i^+ = x_i^0 + \mathcal{N}(\sigma_i^0) \), where \( \mathcal{N}(\sigma) \) is an \( M \)-dimensional vector of normal random numbers with zero mean and standard deviations \( \sigma \).

3) Selection is where the fittest individual according to its \( F \) value becomes the parent of the next generation:

\[
\mathbf{x}^+_{n+1} = \left\{ \begin{array}{ll} 
\mathbf{x}^0_i & \text{if } F(\mathbf{x}^i) \geq F(\mathbf{x}^i) \\
\mathbf{x}^+_{n+1} & \text{otherwise} 
\end{array} \right.
\]

The variance of the population members is adjusted using the one-fifth success rate rule proposed by Rechenberg: If more than one in five offsprings result in an improved solution, then the variance is increased. For regular optimization problems the method is known to converge to a global minimum, but the rate of convergence cannot be anticipated. Therefore, in finite time there is, of course, no guarantee that the global optimum has been reached, a trait shared by all optimization techniques. Schwefel provides a complete description of the algorithm.

B. Parameter Constraints

In problems of active flow control, engineering considerations impose constraints on the actuation parameters. Such constraints are formulated as inequalities, such as \( C(\alpha) \geq 0 \). In this work descendants that do not satisfy the constraints are treated as unsuccessful mutations.

III. Jet Flows Optimization

A. Optimized Excitation of Compressible Jets

DNS of the developing region of compressible jets forced by slot-jet fluidic actuators are used to evaluate the fitness of individuals. The compressible flow equations were solved directly using a combination of sixth-order compact finite differences, spectral methods, and fourth-order Runge–Kutta time advancement. Further details of the numerical algorithm and techniques for including two slot-jet actuators that each span 90 deg of the jet (on opposite sides) just downstream of the nozzle were reported elsewhere. Despite the low Reynolds numbers dictated by the computational expense (only \( Re = 500 \) in this study) the actuators were able to induce the gross effects observed in experiments at much higher Reynolds numbers. A path to implementation at more relevant flow conditions is discussed in Sec. IV.

For this study, only three actuation parameters were varied: amplitude, frequency, and phase. The actuation is taken as a sum of harmonic waveforms:

\[
v_i = -\min \left( \sum_{i=1}^{N} A_i \left[ 1 + \sin \left( \frac{U_j S_{r_{i}}}{D_{i}} + \phi_i \right) \text{sgn}[\cos \theta] \right] \cdot \frac{U_j}{2} \right)
\]

(2)

where \( v_i \) is the radial velocity at the actuator exit, \( U_j \) is the jet exit velocity, \( A_i \) are the amplitudes, \( S_{r_{i}} \) are the Strouhal numbers, and
\( \phi_i \) are the phases of the different modes. The \( \text{sgn} \{\cos(\theta)\} \) factor causes each waveform to excite a flapping mode in the jet. Note that the phases \( \phi_i \) are the relative phases of the different modes; the two actuators always acted 180 deg out of phase. The \( A_i \) were constrained to be nonnegative, and the \( Sr_i \) were restricted to be \( 0 \leq Sr \leq 0.8 \). The relative phases were not constrained.

The computational mesh was \( 112 \times 42 \times 16 \) in the streamwise, radial, and azimuthal direction, respectively, and the computational domain extended to \( 16r_0 \) downstream and \( 5r_0 \) in the radial direction, where \( r_0 \) is the jet radius. A stretched-mesh boundary zone was positioned in \( x > 8r_0 \) and \( r > 3.5r_0 \) to absorb out-flowing fluctuations.\(^3\)

In each iteration of the optimization, the jet was simulated starting from an unforced case for several periods of \( t^* \). The \( t^* \) was constrained to be nonnegative, and the \( \phi_i \) were restricted to be nonnegative. Therefore, for the best parameters, the \( t^* \) was evaluated using a trapezoidal rule quadrature and increased by a factor of 10 for the best parameters.

Table 1. Initial and best actuation parameters

<table>
<thead>
<tr>
<th>Initial</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_i/U )</td>
<td>( Sr_i )</td>
</tr>
<tr>
<td>0.45</td>
<td>0.50</td>
</tr>
<tr>
<td>0.40</td>
<td>0.20</td>
</tr>
<tr>
<td>0.35</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Three waveforms (\( N = 3 \)) were used. The initial parameters and the parameters that maximized \( F \) are shown in Table 1. The fitness function was defined as

\[
F = \int_{\phi_0}^{\phi_0} \int_{0}^{t^*} \int_{0}^{r_0} \int_{0}^{2\pi} \bar{v}_r^2 r \, dr \, d\theta \, dx
\]

which was evaluated using a trapezoidal rule quadrature and increased by a factor of 10 for the best parameters.

Table 1 Initial and best actuation parameters

![Fig. 1 Jet fluid mixture fraction with the initial (top) and best (bottom) parameters.](image)

![Fig. 2 Vortex filament positions in the hybrid bifurcating jet with \( Sr_0 = 0.28, A_h = 0.63, \beta = 2 \), and \( \phi = 0 \).](image)

\[ a \cdot f \]

IV. Conclusions

Given the variety of different forcing schemes, cost functions, and flows to be controlled, it is impossible to anticipate the best optimization scheme for any particular case, but the present results clearly demonstrate that ES can be a valuable tool for jet mixing optimization. They identified, in an automated fashion, previously known flow controls and found previously unknown parameters that further enhance spreading. Their strength is their portability, which is considered particularly attractive for problems such as jet noise control flow where the mechanisms appear too poorly understood to provide much direct guidance.

In computational studies, such as the present one, finite computational resources restrict the Reynolds numbers that can be addressed. The implementation of turbulence models and large-eddy simulation calculations is a natural next step and is being carried out.\(^4\)

Besides computations, experiments are appealing for many applications because they can provide rapid answers at realistic flow conditions.
conditions. Such a study has been initiated by the authors inspired by the present results. The future role of computations in such optimizations is to address issues where experiments are limited. For example, consider the optimization of the physical shape of realistic actuators. It would be difficult to design hardware with the flexibility to provide a general shape for the actuation. However, in a simulation, it is straightforward to implement actuators of nearly any shape, and they may be constrained so that determined optimal geometry is realizable in hardware. This way the final configuration can be built and applied.
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Introduction

The most common shock wave in nature is a spherical one. This is the reason for the importance and knowing the flowfield that is developed behind a spherical shock wave. The full governing equations that describe the flowfield consist of nonlinear partial differential equations. Because of their complexity and unless simplifying assumptions are applied, they can be solved only numerically. The numerical solution requires significant resources (time, computers, etc.). The complexity of solving these equations on one hand, and the importance, in many applications, of knowing the flowfield properties in real time, on the other hand, was our motivation to develop an alternative way of obtaining the flowfield properties immediately behind the shock wave front.

Olmi et al.,1 in their study of the flowfield that is developed behind attenuating planar shock waves propagating in a dusty air, showed that the numerical simulation could be replaced by a semi-empirical relation describing the instantaneous shock wave Mach number, that is, the shock wave velocity divided by the speed of sound of the gaseous phase ahead of it.

The correlation proposed by Ref. 1 implied that the shock wave degenerated to a sound wave, that is, \( M_s \to 1 \), when \( s \to \infty \), indeed, should the case be if the wave is unsupported. However, Sommerfeld2 found in the course of his experimental investigation, which was conducted in a shock tube in a finite length domain, that if the initial shock wave was strong and the dust-loading ratio was low to moderate, the shock wave did not attenuate to a sound wave but to a finite strength shock wave whose Mach number was larger than unity.

Because of this observation, Aizik et al.3 modified the attenuation law suggested in Ref. 1. Kurian and Das4 recently reported good agreement when they compared predictions based on the modified attenuation law of Ref. 3 with their experimental results.

The purpose of the present study was to extend the studies just mentioned and develop two general attenuation laws for spherical shock waves propagating 1) in pure gases and 2) in particle-laden gases.

Present Study

Rupturing a spherical diaphragm inside which the pressure \( p_4 \) was higher than the ambient pressure \( p_1 \) and the temperature \( T_4 \) was higher or equal to the ambient temperature \( T_1 \) generated the spherical shock wave. The particles, in the gas–particle suspension case, were uniformly distributed outside the spherical diaphragm.

The governing equations describing the propagation of a spherical shock wave through both pure and particle-laden gases were formulated and solved numerically using the random choice method (RCM) with operator splitting technique.

The code was validated by comparing its predictions to all of the experimental results of Boyer.5,6 Very good agreement was evident. Full details of the comparison can be found in Ref. 7, where a detailed derivation of the governing equations and their final form are also given. The assumptions on which the governing equations were based were as follows: 1) The flowfield is one-dimensional (radial) and unsteady, 2) The gaseous phase behaves as a perfect gas, 3) The solid particles, which are identical in all their physical properties, are rigid spherical and inert. They are uniformly distributed in the gaseous phase. 4) The number density of the solid particles is sufficiently high for considering the solid phase as a continuous medium. 5) The solid particles do not interact with each other. As a result, their partial pressure in the suspension is negligibly small. 6) The volume occupied by the solid particles is negligibly small. 7) The heat capacity of the solid particles is constant. 8) The dynamic viscosity, the thermal conductivity, and the specific heat capacity at constant pressure of the gaseous phase depend solely on its temperature. 9) Other than the momentum and energy exchanges between the solid and the gaseous phases, the gaseous phase is assumed to be an ideal fluid, that is, inviscid and thermally nonconductive. 10) The weight of the solid particles and the buoyancy force are negligibly small compared to the drag force acting on them. 11) The solid particles are too large to experience a Brownian motion. 12) The temperature within the solid particles is uniform.

General Attenuation Law of Spherical Shock Waves Propagating in Pure Gases

The governing equations were solved numerically for a variety of initial conditions, to identify the parameters affecting the spherical shock wave attenuation. As expected, in the case of a pure gas, the most dominant parameter was its initial strength, that is, the initial Mach number, which can be derived from the pressure and the temperature ratios \( (T_4/T_1 = T_4/T_1) \), respectively, across the spherical diaphragm (e.g., see Ref. 8). The numerical results indicated that an exponential curve could well fit the primary spherical shock wave attenuation. In addition, it is well known that spherical shock waves degenerate to sound waves far away from their origin. Under this constraint the spherical shock wave attenuation was described by

\[ M_s = (M_{s,0} - 1) \exp\left[-(r - r_0)/\mathcal{R}\right] + 1 \]