Boundary formulations for high-order finite differences on staggered meshes
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\textbf{A B S T R A C T}

Discretizations of the compressible flow equations with flow variables defined at different staggered positions on a regular mesh have accuracy and stability advantages over standard collocated discretization, but implementation of boundary conditions is hampered without all flow variables available at any boundary point. Boundary schemes for implementation of the boundary conditions compatible with staggered mesh discretizations are considered in this study. We focus on a combination of fourth- and fifth-order schemes near the boundary that are stable when sixth-order centered schemes are used for the interior points. Characteristics-based formulations provide a physically meaningful treatment for all the variables, avoiding the use of extrapolation. However its application on staggered meshes has not been systematically studied and its implementation is unclear since this method requires collocation of all the variables at the boundary, which is not natural for standard staggered mesh formulations. We show that including all the flow variables at the boundary can be done in a way that does not affect resolution or accuracy of the formulation. Predictions based upon analysis with model equations are verified with a staggered mesh flow solver.
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1. Introduction

The staggered mesh arrangement of variables was introduced for incompressible flows by Harlow and Welch [1]. This arrangement provides a robust formulation because of the discrete conservation of kinetic energy, in addition to mass and momentum [2]. Staggering also improves resolution [3], although this benefit applies only to the terms in the Navier–Stokes equations which do not need an intermediate or final interpolation operation [4]. A formulation for compressible flows was developed by Nagarajan et al. [5], where it was shown the superior stability properties over the regular and collocated grid formulation. Boersma [4] implemented this discretization successfully for cases that include chemical species transport and reaction.

The choice of boundary schemes and the treatment of boundary conditions for such formulations has received little attention. Regarding the boundary schemes, low-order schemes (third-order for the boundary point and fourth-order for the near-boundary point) have been used [4,5] for a sixth-order interior scheme. At boundaries, discrete conservation criteria and extrapolation of variables have been proposed [4,5], but not systematically studied.

Any physical boundary condition (e.g., no-slip, constant temperature) is inherently coupled with the discretization. In this study, we address both the use of higher-order discretizations at and near-boundary points and characteristics-based formulation for the evolution of variables at the boundary.

1.1. Staggered mesh

Consider the discretization of a one-dimensional domain by a uniform mesh using $N+1$ points, so that the distance between points is $\Delta x = L/N$. The first point is at $x = 0$; the last point is at $x = L$. We call this the $h$-mesh. We define the midpoints of all adjacent points in the $h$-mesh to be the $c$-mesh. This mesh is thus staggered by $\Delta x/2$ relative to the $h$-mesh. In problems with more than one variable it can be advantageous to define different variables on the different meshes. For flow simulations, is common to define the velocity (or the mass-flux) on the $h$-mesh, and the pressure, density, and other thermodynamic variables on the $c$-mesh, as shown in Fig. 1.

In our $c$-mesh we also include the boundary points since most physical boundary conditions require at least one thermodynamic variable on the boundary. Note that this is not true for incompressible flows, since the pressure field is completely determined by the velocity field. For compressible flows, having this point allows us to...
set a variable's value at the boundary according to a problem's specification, in cases to compute it at the boundary in terms of other variables, or to time advance an auxiliary boundary equation for its evolution. These different cases are needed for different physical conditions and are discussed further throughout this paper. Often in formulations the values are unphysically extrapolated as needed from the interior points [4]. We also evaluate this option.

1.2. Discrete operators

We define our discrete interpolation or differentiation operators as mappings that either map to the same mesh where the data is defined or from one mesh to the other. We write these operators in matrix form as

$$\mathbf{M} \partial^p f = D f,$$

where $\partial^p f$ is the $p$th derivative of $f$. For finite differences, if the schemes are explicit, $\mathbf{M}$ is the identity matrix. For so-called compact schemes (e.g., [3]), $\mathbf{M}$ is a banded matrix, which is inverted to solve for $\partial^p f$.

$$\partial^p f = \mathbf{M}^{-1} D f.$$

The resulting matrix $\mathbf{C} = \mathbf{M}^{-1} \mathbf{D}$ is typically full, so in practice the stencil information is, of course, stored in terms of $\mathbf{M}$ and $\mathbf{D}$. Note that $\mathbf{C}$ is not a square matrix when mapping between meshes. For example, if $f$ is defined on the $c$-mesh and $\partial^p f$ on the $h$-mesh, then $\mathbf{C}$ is an $(N+1) \times (N+2)$ matrix. We consider mainly mappings from one mesh to the other, which are used to solve flow or similar equations on staggered meshes.

Away from any boundary, a general expression for implicit centered schemes that compute a result on an $h$-mesh from data on a $c$-mesh is

$$\partial^p f_i + \sum_{j=1}^{w} \alpha_j (\partial^p f_{i+j} + \partial^p f_{i-j}) = \sum_{j=1}^{w} \frac{\alpha_j}{(2 \Delta x)^p} (f_{i+j-1/2} - f_{i-j-1/2}).$$

The coefficients $\alpha_j$ and $\alpha_0$ are often chosen to maximize the order of accuracy, though this can be relaxed to tailor the resolution of the scheme [3,6].

For the boundary and near-boundary points, special sided schemes need to be considered. The general form of these is

$$\partial^p f_i + \sum_{j=1}^{w} \alpha_j \partial^p f_{i+j} = \sum_{k} \frac{\alpha_k}{(L \Delta x)^p} f_k.$$

The coefficients for the specific interpolation and first-derivative operators we use in our examples are given in Appendix A and were optimized for order of accuracy.

For convenience, we rename the computed values of interpolation ($\partial^p f \rightarrow \mathbf{f}$) and first-derivative ($\partial^p f \rightarrow \mathbf{df}$) and add to them as subscript $h$ or $c$ corresponding to the mesh on which they are calculated (their target mesh). We also add subscripts to the matrices $\mathbf{M}$ and $\mathbf{D}$ indicating the order of the derivative they represent and the mesh onto which the result is mapped. For example, the equation for mapping the first-derivative of data on the $h$-mesh onto the $c$-mesh is $\mathbf{M}_{1c} (\mathbf{df}) = \mathbf{D}_{1h} \mathbf{f}$. Similarly, for interpolation to the $h$-mesh we have $\mathbf{M}_{0h} (\mathbf{f}) = \mathbf{D}_{0h} \mathbf{f}$.

Our analysis is on uniform meshes. Standard mapping methods can be used to extend to non-uniform meshes.

1.3. Motivation for the model equations

Consider the compressible flow equations,

$$\frac{\partial \rho}{\partial t} + \frac{\partial m}{\partial x_i} = 0,$n

$$\frac{\partial m}{\partial t} + \frac{\partial u_m}{\partial x_i} + \frac{\partial p}{\partial x_i} = \frac{\partial \tau_{ij}}{\partial x_j},$$

$$\frac{\partial u_e}{\partial t} + \frac{\partial u_e}{\partial x_i} + p \frac{\partial u_i}{\partial x_i} = -q_j \frac{\partial u_i}{\partial x_j},$$

where the viscous stress is $\tau_{ij} = \mu(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \frac{\partial u}{\partial x_i} \delta_{ij})$, the mass-flux is $m_\circ = \rho u_e$, the viscosity is $\mu = \mu_0(T/T_0)^{\alpha_{70.0}}$, and heat flux is $q_j = -\kappa T_j$. The thermodynamic relation $\rho e = p/(\gamma - 1)$ and state equation $p = \rho R T$ are as for a perfect gas. As written, the independent variables are $\rho$, $m$, and $\rho e$ (density, momentum and internal energy). For analysis of the discretization, we consider for now the one-dimensional version of the Euler equations for isentropic flow,

$$\frac{\partial \rho}{\partial t} + \left( \frac{\partial m}{\partial x_i} \right) = 0,$$

$$\frac{\partial m}{\partial t} + \left( \frac{\partial u_m}{\partial x_i} \right) + \frac{\partial p}{\partial x_i} = 0.$$ (2)

On collocated meshes it is natural to use the same derivative operator for all the terms in (2). However, on staggered meshes with the density stored on the $c$-mesh and momentum on the $h$-mesh, different operators are needed for the different terms. For term II, for example, we need to first compute the value of $um$ on the $c$-mesh using interpolation, and then compute the derivative. A simpler hyperbolic equation, which requires a similar treatment, is $\partial t u + \partial x v = 0$. This is our model Eq. (1) (ME1). On the other hand it is natural to evaluate terms I and III using staggered derivative operators without interpolation. In this case, a simpler hyperbolic system, which requires the same operators, is $\partial t p + \partial x u = 0$, $\partial t u + \partial x p = 0$, with $u$ on the $h$-mesh and $p$ on the $c$-mesh. This is our model Eq. (2) (ME2). We expect that the discrete properties for the model equations will translate when the same operators are used for the Navier–Stokes (NS) equations.

1.4. Criteria for the construction of boundary schemes

We focus on the case in which sixth-order schemes are used for interpolation and differentiation at interior points. These high-order schemes with different boundary closures were already implemented on staggered meshes [5,4]. For this stencil, $w = 1$ and $w' = 2$ in (1). Different schemes for the boundary and near-boundary points ($e_0, c_{1/2}, h_0$ and $h_1$) are therefore needed. There are several ways to construct boundary schemes of a given order. Ours, specified in Tables 9–16, satisfy these conditions:

1. The schemes are optimized by order of accuracy and the nearest points are used to construct them.
2. The tridiagonal structure of the $\mathbf{M}$ matrix is preserved.
3. Only implicit schemes for the near-boundary points are considered.
4. Both implicit and explicit schemes are considered for boundary points.
Schemes that make use of ('a' cases) and do not make use of ('b' cases) the boundary points on the c-mesh are also considered. These schemes are designated as follows:

1. The first letter and the first number indicates the point to which the scheme applies.
2. The second number is the formal order of the scheme.
3. The following letter specifies whether the scheme is implicit (i) or explicit (e).
4. For the first-derivative schemes, the last letter indicates if it uses the boundary point of the c-mesh ('a') or not ('b'). This last letter is omitted if this distinction does not apply.

For example, c15ia is an implicit fifth-order scheme for a near-boundary point of the c-mesh which uses the derivative (and functional value) at the boundary point.

There are clearly many ways in which these schemes can be combined to close an operator. The ones we tested are summarized in Table 1, with the closure schemes grouped by their order of accuracy. The cases considered are then: (1) combination of third and fourth-order closures for the boundary and the near-boundary point; (2) fifth-order schemes for both; and (3) sixth-order schemes for both. Only type 'a' schemes (with boundary points) are considered here, because we are interested in evaluating the effect of the extra point on the resolution.

In Section 2, we assess the resolution properties of these schemes by two methods: first by using a test function and second by solving the semi-discrete version of the model equations ME1 and ME2. The first method is a simpler way to assess resolution, and allows us to evaluate each interpolation and derivative operator separately. The second method is, as proposed by Kwok et al. [7], for evaluating resolution of different formulations in bounded domains. As it will be shown, the resolution results obtained by the second method are similar to those obtained considering the $L_\infty$-norm in the first method.

In Section 3, the performance of different strategies to implement the boundary conditions is assessed when the model problems are marched in time. It is seen that the characteristics method is unstable in the inviscid limit. However, it is also shown that a small amount of physical viscosity, of the kind naturally present even in fairly high Reynolds number NS simulations, makes the system stable and accurate. It is also seen that the use of the extra point in the c-mesh, which facilitates the application of physical boundary conditions, little affects the accuracy of the results.

2. Resolution properties of the discrete operators

2.1. Boundary effects

In finite differences, the resolution of the sided schemes used at and near-boundaries is poorer than the one for centered schemes.

Table 1 Case definitions for resolution tests.

<table>
<thead>
<tr>
<th>Interpolation</th>
<th>Boundary</th>
<th>Schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>c0</td>
<td>c12</td>
<td>h0</td>
</tr>
<tr>
<td>1</td>
<td>h0</td>
<td>c14e</td>
</tr>
<tr>
<td>2</td>
<td>h0</td>
<td>c15i</td>
</tr>
<tr>
<td>3</td>
<td>h0</td>
<td>c16i</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Derivative</th>
<th>Boundary</th>
<th>Schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>c03ea</td>
<td>c13e</td>
<td>h03ea</td>
</tr>
<tr>
<td>2</td>
<td>c05ia</td>
<td>c15ia</td>
</tr>
</tbody>
</table>

This translates into greater (usually several orders of magnitude) errors near the boundaries. For implicit schemes, the error is spread to nearby points, as it is shown in Fig. 2 where it is seen also that it decays exponentially to the error of the interior scheme.

An estimate of this exponential decay rate can be obtained. If we consider a periodic function, then $\delta f_j = k f_j$, where $k$ is the modified wavenumber of the scheme. Then, the error at point $j$ is $e_j = 0$. In general, $e_j = \delta f_j - f_j = (|k' - k| f_j) = (|k' - k|)/|k|$. This solution of $\delta f$ satisfies $x\delta f_j + \alpha x\delta f_{j+1} = \text{rhs}_j$. (3)

For a nonperiodic domain, close to the boundary, we assume that the approximated value is $\delta f_j = k f_j + \theta_j$, (4)

where $\theta_j$ is the additional error introduced by the boundary scheme. For point 1, (3) gives $x\delta f_0 + \alpha x\delta f_1 = \text{rhs}_1$, which upon substitution of (4) is $k'(x\delta f_0 + \alpha x\delta f_1) + (x\theta_0 + \theta_1 + x\theta_2) = \text{rhs}_1$, so,

$x\theta_0 + \theta_1 + x\theta_2 = 0$. If we assume that $\theta_2 < \theta_1$, which is expected since stencils near the boundary are lower-order and thus typically less accurate, the additional error at point 1 is $\theta_1 = -x\theta_0$. In the same way, $\theta_2 = -x\theta_1$. We can use this value of $\theta_2$ to correct the value of $\theta_1$, which gives $\theta_1 = (\theta - x^2\theta_0)$. In general,

$\theta_j = (\theta - x^2\theta_0) + o(x^2)$. (5)

This result is independent of whether the operator is for a collocated or a staggered mesh. As an example, consider a fourth-order implicit scheme for the derivative on a collocated mesh, for which $\theta = 1/4$.

Fig. 3 compares the test case and the computed error, where we considered $c_0 \approx 0$ and estimated the error as $e_j = -(k' - k_k) f_j + \theta_j$.

Note that this estimate depends upon $\theta$ dominating for small $j$ and the $k' = k$ difference dominating for large $j$. When both terms are of the same order, the approximation does not hold.
where $p(\frac{f}{2})$.  

2.2. Application of the operator to a test function

The test function we use is

$$f(x) = \frac{\exp(ikx)}{(|k|)^p},$$

where $p$ is the order of the derivative of the mapping operator.

The resolution results are presented in terms of $k/k_{\text{max}}$, where $k_{\text{max}} = N\pi/L$ is the maximum wavenumber supported by the mesh. The relation to points per wavelength (ppw) is given by $k/k_{\text{max}} = 2/$ ppw. Note that the $L_2$ error depends on the number of points used. Then, the $L_\infty$ error is more meaningful in this case.

The specific schemes used in each case are summarized in Table 1. The results are shown in Figs. 4–7, where it is seen that for ill-resolved features, the actual error is greater for higher-order schemes than for lower-order schemes. It is also seen that for ill-resolved features, the actual error is greater for higher-order schemes than for lower-order schemes.

A sometimes more useful resolution criterion is the fraction of wavenumbers with error lower than any particular value. In Table 2 we present this wavenumber fraction for errors of (0.1%, 1% and 10%).

As explained before, in applications sometimes a combination of two operators is needed, such as for term II in (2). This is done by interpolating $m$ to the c-mesh and the differentiating $mu$ back to the $h$-mesh. It is also possible to interpolate $\rho$ to the $h$-mesh, computing $um$, and obtaining its derivative using a collocated derivative operator. However, this option is not evaluated because it involves also the use of two operators, but one is for collocated meshes. The resolution properties of this combined operator is shown in Table 3. It is seen that when the order of the derivative schemes is the same as that of the interpolation scheme the values for the derivative operator on the $c$-mesh are nearly the same as those of the derivative operator applied directly. In the case of the derivative operator to the $h$-mesh the resolution is more degraded for the schemes used.

2.3. Resolution by solution of the semi-discrete system

2.3.1. First-order wave equation

As mentioned in Section 1.3 the advection equation (ME1),

$$\frac{\partial u}{\partial t} + \frac{\partial v}{\partial x} = 0,$$

is a good model for term II in (2). We take $x \geq 0$ and assume $v = V(x,t)$ with $T(t) = \exp(-ikt)$, so that the semi-discrete version is

$$\frac{\partial V}{\partial t} = ikV.$$

The boundary condition $V(0) = 1$ gives exact solution $V = \exp(ikx).$ As discussed for Navier–Stokes solutions, a combined staggered interpolation and derivative is needed, so the system of equations to solve is

$$(-ikI + C_0 C_0) V = 0,$$

where $V$ is the vector of function values at the $h$-mesh points. To enforce the boundary condition at $x = 0$, the first row of this system (the equation for $V_0$) is replaced by $V_0 = 1$. Note that for this model equation, this boundary condition also determines the value of the derivative at the boundary, which is $i k V_0 = i k$. Kwok et al. [7] made use of this fact. However, this is not true when the Navier–Stokes equations are solved. For this reason, in our approach the first derivative at point $c_0$ is approximated using a one-sided scheme. The discrete system (9) is equivalent to the block-matrix system:

$$
\begin{pmatrix}
-ikI & 0 \\
0 & M_{1c} & -D_{1c} \\
-D_{0h} & 0 & M_{0h}
\end{pmatrix}
\begin{pmatrix}
V \\
\delta V \\
\delta V
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix},$$

where again the equation for point $V_0$ (first row of the first block) is replaced by the boundary condition $V_0 = 1$, and where the
interpolation to the h-mesh and the derivative mapped back to the c-mesh (\( \zeta_{h} \mathbf{V} \) and \( \partial_{t} \mathbf{V} \), respectively) are unknowns. The corresponding equations for the h-mesh is obtained by changing mesh subscripts c and h in the above systems. In both cases, the system is solved and compared to the exact solution to evaluate the scheme.

Results from this test are shown in Fig. 8, and Table 4 shows the wavenumber fraction for errors of 0.1%, 1% and 10%. Note that the L_2-norm of the error obtained by this method for ME1 is similar to the L_1-norm of the error obtained by application of a test function to the combined operators (results in Tables 3 and 4). This is because the error is dominated by that of the boundary scheme, and in this case, when the solution of the model problem is sought, the error at the boundary affects most of the domain.

2.3.2. Second-order wave equation

A system of first-order equations (ME2),
\[
\frac{\partial p}{\partial t} + \frac{\partial u}{\partial x} = 0, \quad \frac{\partial u}{\partial t} + \frac{\partial p}{\partial x} = 0, \tag{10}
\]
serves as our model for terms I and III in (2), with u defined on the h-mesh and p defined on the c-mesh. These equations, unlike ME1, can be marched in time by just using only the staggered derivative operators, without need for interpolation.

At a boundary, (10) can be written in terms of incoming and outgoing characteristics as
\[
\frac{\partial p}{\partial t} + \frac{\zeta_{1} + \zeta_{2}}{2} = 0, \quad \frac{\partial u}{\partial t} + \frac{\zeta_{1} - \zeta_{2}}{2} = 0. \tag{11}
\]
impose a non-reflecting condition on the discretized version of (12). The resulting system, without consideration of boundary conditions is:

\[
\frac{\partial p}{\partial x} = ikU, \quad \frac{\partial U}{\partial x} = ikP.
\]

The solution to this equation is \( p(x) = c_1 \exp(ikx) + c_2 \exp(-ikx) \) and \( U(x) = c_1 \exp(ikx) - c_2 \exp(-ikx) \), which we close by setting \( u(0,t) = \exp(-ikx) \), which corresponds to \( U(0) = 0 \). At the right boundary we impose a non-reflecting condition \( \partial^2 P/\partial x^2 = 0 \), which fixes \( c_1 = 1 \) and \( c_2 = 0 \).

To evaluate resolution using this model equation, we consider the discretized version of (12). The resulting system, without consideration of boundary conditions is:

1. for interior points,

\[
(-ikP + \delta_t U = 0)_{0<\xi<1},
\]

\[
(-ikU + \delta_x P = 0)_{0<\xi<1}.
\]

Table 2
Resolution of interpolation and derivative operators.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Closure</th>
<th>( L_2 )</th>
<th>( L_\infty )</th>
<th>( L_2 )</th>
<th>( L_\infty )</th>
<th>( L_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_h )</td>
<td>1</td>
<td>0.26</td>
<td>0.47</td>
<td>0.17</td>
<td>0.31</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.33</td>
<td>0.50</td>
<td>0.25</td>
<td>0.39</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.34</td>
<td>0.51</td>
<td>0.27</td>
<td>0.41</td>
<td>0.60</td>
</tr>
<tr>
<td>( \delta_c )</td>
<td>1</td>
<td>0.19</td>
<td>0.35</td>
<td>0.13</td>
<td>0.23</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.25</td>
<td>0.40</td>
<td>0.18</td>
<td>0.29</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.28</td>
<td>0.41</td>
<td>0.21</td>
<td>0.31</td>
<td>0.46</td>
</tr>
<tr>
<td>( \delta_h )</td>
<td>1</td>
<td>0.14</td>
<td>0.29</td>
<td>0.07</td>
<td>0.16</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.23</td>
<td>0.36</td>
<td>0.16</td>
<td>0.25</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.25</td>
<td>0.37</td>
<td>0.19</td>
<td>0.28</td>
<td>0.42</td>
</tr>
<tr>
<td>( \delta_c )</td>
<td>1</td>
<td>0.09</td>
<td>0.19</td>
<td>0.05</td>
<td>0.11</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.17</td>
<td>0.28</td>
<td>0.12</td>
<td>0.19</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.19</td>
<td>0.29</td>
<td>0.15</td>
<td>0.21</td>
<td>0.32</td>
</tr>
</tbody>
</table>

where \( L_1 = \lambda_1 \partial_t (p + u) \) and \( L_2 = \lambda_2 \partial_t (p - u) \), with \( \lambda_1 = 1 \) and \( \lambda_2 = -1 \). The semi-discrete version of (10), is obtained by taking \( p(x,t) = P(x) \exp(-ikt) \) and \( u(x,t) = U(x) \exp(-ikt) \), so that

\[
\frac{\partial p}{\partial x} = ikU, \quad \frac{\partial U}{\partial x} = ikP.
\]

To close the system, the equations for the incoming characteristics are obtained from the boundary conditions: taking \( U(x=0) = 1 \) yields \( L_1|_{x=0} = L_2|_{x=0} \). Doing this is equivalent to the procedure of the NSCBC method using the LODI relations \[8\]. The \( L_2 \)-norm of the error for both \( U \) and \( p \) is shown in Fig. 9 as a function of the wavenumber for different closures. The resolution results are summarized in Table 5.

The values obtained in this case are similar to those obtained by analyzing the first-order wave equation (Table 4). The resolution curves in all cases show a wavy behavior (Figs. 8 and 9). The wavy behavior becomes more marked as the wavenumber increases, reaching order 1 spikes by \( k/k_{\text{max}} = 0.4 \), which corresponds to 5 points per wavelength. Again, the resolution is improved as higher-order closure schemes are used. More importantly, this analysis shows that the resolution of the overall system is not hurt by the characteristic treatment of the boundary points.

Table 3
Resolution of combined operators.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Closure</th>
<th>( L_2 )</th>
<th>( L_\infty )</th>
<th>( L_2 )</th>
<th>( L_\infty )</th>
<th>( L_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_h c )</td>
<td>1</td>
<td>0.10</td>
<td>0.19</td>
<td>0.05</td>
<td>0.11</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.15</td>
<td>0.27</td>
<td>0.10</td>
<td>0.18</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.18</td>
<td>0.29</td>
<td>0.13</td>
<td>0.21</td>
<td>0.33</td>
</tr>
<tr>
<td>( \delta_c h )</td>
<td>1</td>
<td>0.09</td>
<td>0.21</td>
<td>0.05</td>
<td>0.12</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.17</td>
<td>0.28</td>
<td>0.12</td>
<td>0.20</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.20</td>
<td>0.30</td>
<td>0.15</td>
<td>0.22</td>
<td>0.33</td>
</tr>
</tbody>
</table>

2. for boundary points,

\[
\left(-ikP + \frac{L_1 + L_2}{2} = 0\right)_{x=0},
\]

\[
\left(-ikU + \frac{L_1 - L_2}{2} = 0\right)_{x=0}.
\]

3. for the outgoing characteristics \( L_1|_{x=1} \) and \( L_2|_{x=0} \) at the boundary points,

\[
(L_2 + \delta_h P - \delta_t U = 0)_{x=0},
\]

\[
(L_1 - \delta_t P - \delta_t U = 0)_{x=1}.
\]

4. and for mapping the first-derivative at all points,

\[
M_{1h} \delta_h P - D_{1h} P = 0.
\]

\[
M_{1c} \delta_c U - D_{1c} U = 0.
\]

To close the system, the equations for the incoming characteristics are obtained from the boundary conditions: taking \( U(x=0) = 1 \) yields \( L_1|_{x=0} = L_2|_{x=0} = 2ik \). Doing this is equivalent to the procedure of the NSCBC method using the LODI relations \[8\]. The \( L_2 \)-norm of the error for both \( U \) and \( p \) is shown in Fig. 9 as a function of the wavenumber for different closures. The resolution results are summarized in Table 5.

The values obtained in this case are similar to those obtained by analyzing the first-order wave equation (Table 4). The resolution curves in all cases show a wavy behavior (Figs. 8 and 9). The wavy behavior becomes more marked as the wavenumber increases, reaching order 1 spikes by \( k/k_{\text{max}} = 0.4 \), which corresponds to 5 points per wavelength. Again, the resolution is improved as higher-order closure schemes are used. More importantly, this analysis shows that the resolution of the overall system is not hurt by the characteristic treatment of the boundary points.

![Fig. 8. Resolution by solution of the semi-discrete equation at (a) c-mesh and (b) h-mesh.](image-url)
schemes perform: the higher the energy, the higher the spurious reflection produced by these schemes [9]. It is seen that as expected higher-order closures lead to better overall results as the problem becomes better resolved. More notably, it is also seen that schemes that use the extra point perform better than the ones that do not take it into account. The test was also conducted for the case when the data is on the c-mesh for \( N = 40 \) and \( N = 200 \) results, and the results are shown in Fig. 11. In this case only boundary closures of type ‘a’ are considered (Table 7), because it is unclear how to implement the boundary condition at the left boundary if the c mesh point is not defined there. This issue will be considered in Section 3.2, when the tests are conducted on ME2.

The formulation works well for both closures tested, and the errors are of the same order as those of the previous case tested. This test shows that the consideration of schemes with the extra point do not hurt the resolution properties of the formulation when the problem is marched in time. In fact, the results are slightly improved using this strategy.

### 3.2. Tie into Navier–Stokes

When simulating flow with wall boundaries (no-slip, injecting, etc.) special considerations are needed. For example, consider an injecting isothermal wall, where the injection is a fixed momentum-flux. The density and the internal energy, which are unknown at the wall, are related by \( \rho e = \rho \Gamma (\gamma - 1) \). To close the system, we need an equation or a value for (say) \( \rho \). We have several choices for determining (\( \rho \)) at the boundary: (1) extrapolate the value of density from the interior to the boundary, (2) march \( \rho \) in time using the original conservation equation, and (3) employ an evolution equation for \( \rho \) in terms of amplitudes of incoming and outgoing one-dimensional characteristics, but it is unclear a priori which strategy performs better. The following tests are designed to assess the relative merits of the different approaches. Note that this is particularly important in the case of an injecting wall, since the value of density at the boundary determines also the value of velocity at the boundary.

We evaluate these strategies using ME2 with Dirichlet conditions on \( u \) on both boundaries. As formulated the value of \( p \) is not actually needed at the boundary, though it is for an injecting wall. So in this case we have the choice also of not considering \( p \) at the boundary, which is straightforward to do when staggered meshes are used. With the aim of comparing the effects on accuracy of the different strategies that can be used for this problem, we consider the following cases:

1. \( p \) is not considered at the boundary (boundary discretization from Table 8, case 3b).
2. A value for \( p \) is extrapolated from the interior points (boundary discretization from Table 8, case 1a).
3. \( p \) is advanced in time using the original equation (boundary discretization from Table 8, case 1a).
4. \( p \) is advanced in time using the characteristic equation (boundary discretization from Table 8, case 1a).

The initial condition is a Gaussian pulse for both variables,

\[
p(x,0) = u(x,0) = \exp \left( -128 \left( x - \frac{1}{2} \right)^2 \right).
\]

which should bounce back and forth in the domain indefinitely. As this test is constructed, the pulse returns to its initial position after every non-dimensional time unit. At those times the solution is compared with the exact one, and the \( L_2 \) norm of the error is plotted against time in Fig. 12.

### Table 5

<table>
<thead>
<tr>
<th>Closure</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.09</td>
<td>0.17</td>
<td>0.29</td>
</tr>
<tr>
<td>2</td>
<td>0.15</td>
<td>0.22</td>
<td>0.32</td>
</tr>
<tr>
<td>3</td>
<td>0.17</td>
<td>0.25</td>
<td>0.34</td>
</tr>
</tbody>
</table>

### Table 6

<table>
<thead>
<tr>
<th>Case name</th>
<th>Boundary operators</th>
<th>Schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_0 )</td>
<td>( c_{1/2} )</td>
<td>( h_0 )</td>
</tr>
<tr>
<td>1a</td>
<td>( c_{14e} )</td>
<td>( h_{04ea} )</td>
</tr>
<tr>
<td>2a</td>
<td>( c_{14e} )</td>
<td>( h_{04ia} )</td>
</tr>
<tr>
<td>1b</td>
<td>Not used</td>
<td>( c_{14e} )</td>
</tr>
<tr>
<td>2b</td>
<td>Not used</td>
<td>( c_{14e} )</td>
</tr>
<tr>
<td>3b</td>
<td>Not used</td>
<td>( c_{14e} )</td>
</tr>
</tbody>
</table>
For $N = 40$ there is little difference between the non-characteristic formulations. When the pulse becomes better resolved, however, the boundary schemes become relatively more important, so the formulation that does not account for $p$ at the boundary performs best. The characteristic formulation also performs well for short times, but it becomes unstable for this problem. This will be predicted by the stability analysis in Section 3.3.

The formulation using the extrapolation also performs well in this case, which is surprising since it is arguably the least physically justified. The result shown is for a third-order explicit extrapolation scheme. It is noteworthy that when a fourth-order scheme is used for extrapolation, the solution actually degrades, and the error is close to that of the conservation condition (case 3).

The second case we consider is the one in which the value of the variable at the $c$-mesh is determined at the boundary. If the boundary point is not defined, there is no standard way to enforce the boundary condition in this case. Boersma [4], for example, interpolates (and extrapolates to the boundary point) the data from the

![Table 7](image)

Table 7: Closures for interpolation ($h$ points) and derivative ($c$ points) operators for the time marched test of model Eq. (1) on $c$-mesh.

<table>
<thead>
<tr>
<th>Case name</th>
<th>$c_0$</th>
<th>Boundary schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1a$</td>
<td>c04ea</td>
<td>c15ia</td>
</tr>
<tr>
<td>$2a$</td>
<td>c04ia</td>
<td>c15ia</td>
</tr>
</tbody>
</table>

![Table 8](image)

Table 8: Closures for the derivative operator for time marched tests.

<table>
<thead>
<tr>
<th>Case name</th>
<th>$c_0$</th>
<th>Boundary schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1a$</td>
<td>c04ea</td>
<td>c15ia</td>
</tr>
<tr>
<td>$3b$</td>
<td>not defined</td>
<td>c15ia</td>
</tr>
</tbody>
</table>

![Table 9](image)

Table 9: Coefficients for sixth-order compact schemes at interior points.

<table>
<thead>
<tr>
<th>Operator</th>
<th>$w$</th>
<th>$w'$</th>
<th>$x_1$</th>
<th>$a_{1/2}$</th>
<th>$a_{3/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpolation</td>
<td>1</td>
<td>2</td>
<td>½</td>
<td>½</td>
<td>½</td>
</tr>
<tr>
<td>First-derivative</td>
<td>1</td>
<td>2</td>
<td>½</td>
<td>½</td>
<td>½</td>
</tr>
</tbody>
</table>

![Table 10](image)

Table 10: Closure schemes for interpolation at the $h$-mesh for point $i = 0$.

<table>
<thead>
<tr>
<th>Order</th>
<th>Name</th>
<th>$x_{01}$</th>
<th>$x_{11}$</th>
<th>$x_{1/2}$</th>
<th>$x_{3/2}$</th>
<th>$x_{5/2}$</th>
<th>$x_{7/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>h03eb</td>
<td>1</td>
<td>½</td>
<td>½</td>
<td>½</td>
<td>½</td>
<td>½</td>
</tr>
<tr>
<td>4</td>
<td>h04eb</td>
<td>1</td>
<td>5</td>
<td>½</td>
<td>½</td>
<td>½</td>
<td>½</td>
</tr>
<tr>
<td>5</td>
<td>h05ib</td>
<td>1</td>
<td>7</td>
<td>½</td>
<td>½</td>
<td>½</td>
<td>½</td>
</tr>
</tbody>
</table>

![Table 11](image)

Table 11: Closure schemes for interpolation at the $h$-mesh for point $i = 1$.

<table>
<thead>
<tr>
<th>Order</th>
<th>Name</th>
<th>$x_{01/2}$</th>
<th>$x_{11/2}$</th>
<th>$x_{1}$</th>
<th>$x_{3}$</th>
<th>$x_{5}$</th>
<th>$x_{7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>h14i</td>
<td>1</td>
<td>1</td>
<td>½</td>
<td>1</td>
<td>½</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>h15i</td>
<td>1</td>
<td>1</td>
<td>½</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>h16i</td>
<td>1</td>
<td>1</td>
<td>½</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

![Table 12](image)

Table 12: Closure schemes for interpolation at the $c$-mesh for point $i = 1/2$. Scheme ‘c14i’ is not presented because it is singular when $kh = \pi$.

<table>
<thead>
<tr>
<th>Order</th>
<th>Name</th>
<th>$x_{01/2}$</th>
<th>$x_{11/2}$</th>
<th>$x_{1}$</th>
<th>$x_{3}$</th>
<th>$x_{5}$</th>
<th>$x_{7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>c14e</td>
<td>1</td>
<td>1</td>
<td>½</td>
<td>1</td>
<td>½</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>c15i</td>
<td>1</td>
<td>1</td>
<td>½</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>c16i</td>
<td>1</td>
<td>1</td>
<td>½</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

For $N = 40$ there is little difference between the non-characteristic formulations. When the pulse becomes better resolved, however, the boundary schemes become relatively more important, so the formulation that does not account for $p$ at the boundary performs best. The characteristic formulation also performs well for short times, but it becomes unstable for this problem. This will be predicted by the stability analysis in Section 3.3.

The formulation using the extrapolation also performs well in this case, which is surprising since it is arguably the least physically justified. The result shown is for a third-order explicit extrapolation scheme. It is noteworthy that when a fourth-order scheme is used for extrapolation, the solution actually degrades, and the error is close to that of the conservation condition (case 3).

The second case we consider is the one in which the value of the variable at the $c$-mesh is determined at the boundary. If the boundary point is not defined, there is no standard way to enforce the boundary condition in this case. Boersma [4], for example, interpolates (and extrapolates to the boundary point) the data from the
**Table 13**

Closure schemes for the first-derivative at the \( h \)-mesh for point \( i=0 \).

<table>
<thead>
<tr>
<th>Order</th>
<th>Name</th>
<th>( x_0 )</th>
<th>( x_1 )</th>
<th>( \alpha_0 )</th>
<th>( \alpha_{1/2} )</th>
<th>( \alpha_{1/2} )</th>
<th>( \alpha_{2/3} )</th>
<th>( \alpha_{2/3} )</th>
<th>( \alpha_{3/4} )</th>
<th>( \alpha_{3/4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>h03ea</td>
<td>1</td>
<td>(-\frac{4}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(\frac{2}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
</tr>
<tr>
<td>4</td>
<td>h04ea</td>
<td>1</td>
<td>(-\frac{2}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
</tr>
<tr>
<td>5</td>
<td>h05ia</td>
<td>1</td>
<td>(-\frac{105}{106})</td>
<td>(-\frac{105}{106})</td>
<td>(-\frac{105}{106})</td>
<td>(-\frac{105}{106})</td>
<td>(-\frac{105}{106})</td>
<td>(-\frac{105}{106})</td>
<td>(-\frac{105}{106})</td>
<td>(-\frac{105}{106})</td>
</tr>
<tr>
<td>6</td>
<td>h06ia</td>
<td>1</td>
<td>(-\frac{45}{46})</td>
<td>(-\frac{45}{46})</td>
<td>(-\frac{45}{46})</td>
<td>(-\frac{45}{46})</td>
<td>(-\frac{45}{46})</td>
<td>(-\frac{45}{46})</td>
<td>(-\frac{45}{46})</td>
<td>(-\frac{45}{46})</td>
</tr>
</tbody>
</table>

**Table 14**

Closure schemes for the first-derivative at the \( h \)-mesh for point \( i=1 \).

<table>
<thead>
<tr>
<th>Order</th>
<th>Name</th>
<th>( x_0 )</th>
<th>( x_1 )</th>
<th>( \alpha_0 )</th>
<th>( \alpha_{1/2} )</th>
<th>( \alpha_{1/2} )</th>
<th>( \alpha_{2/3} )</th>
<th>( \alpha_{2/3} )</th>
<th>( \alpha_{3/4} )</th>
<th>( \alpha_{3/4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>h14i</td>
<td>(\frac{1}{2})</td>
<td>1</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
</tr>
<tr>
<td>5</td>
<td>h15ia</td>
<td>(\frac{1}{2})</td>
<td>1</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
</tr>
<tr>
<td>6</td>
<td>h16ia</td>
<td>(\frac{1}{2})</td>
<td>1</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
</tr>
</tbody>
</table>

**Table 15**

Closure schemes for the first-derivative at the \( c \)-mesh for point \( i=0 \).

<table>
<thead>
<tr>
<th>Order</th>
<th>Name</th>
<th>( x_0 )</th>
<th>( x_{1/2} )</th>
<th>( \alpha_0 )</th>
<th>( \alpha_{1/2} )</th>
<th>( \alpha_{1/2} )</th>
<th>( \alpha_{3/4} )</th>
<th>( \alpha_{3/4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>c03ea</td>
<td>1</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
</tr>
<tr>
<td>4</td>
<td>c04ea</td>
<td>1</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
</tr>
<tr>
<td>5</td>
<td>c05ea</td>
<td>1</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
</tr>
<tr>
<td>6</td>
<td>c06ia</td>
<td>1</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
</tr>
</tbody>
</table>

**Table 16**

Closure schemes for the first-derivative at the \( c \)-mesh for point \( i=1/2 \).

<table>
<thead>
<tr>
<th>Order</th>
<th>Name</th>
<th>( x_0 )</th>
<th>( x_{1/2} )</th>
<th>( \alpha_0 )</th>
<th>( \alpha_{1/2} )</th>
<th>( \alpha_{1/2} )</th>
<th>( \alpha_{3/4} )</th>
<th>( \alpha_{3/4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>c13e</td>
<td>1</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
</tr>
<tr>
<td>4</td>
<td>c14e</td>
<td>1</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
<td>(-\frac{1}{2})</td>
</tr>
<tr>
<td>5</td>
<td>c15ia</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
</tr>
<tr>
<td>6</td>
<td>c16ia</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
<td>(-\frac{1}{3})</td>
</tr>
</tbody>
</table>

2. \( p \) is considered explicitly at the boundary. The boundary condition is imposed through extrapolation and interpolation after each time step as in Boersma [4]. \( u \) is marched using the original Eq. (10).

3. Same as case 2, but \( u \) is marched using (11), the characteristic equation.

The results for the same test as before are shown in Fig. 13.

In this case, the procedure of extrapolation and interpolation leads to significantly greater errors, especially when \( N = 40 \). This can be understood if we consider that in the \( N = 40 \) case the components of the high frequency modes is higher, and that the interpolation operator introduces damping, especially in the high frequency modes. The non-characteristic formulation with extra point performs better in this case, and the characteristic one performs well if the problem is well resolved.

Finally, the last test considered is the one in which \( u \) is set to zero in one end, and a characteristic non-reflecting condition is set in the other end. Results are shown in Fig. 14 for \( N = 40 \) and \( N = 200 \) for two sets of boundary schemes. It is seen that the characteristic boundary treatment is effective in removing energy from the domain. The formulation is unstable (as before) and this is noted when the norm increases slowly as \( t \) gets higher.

3.3. Stability analysis

To analyze stability, the system of equations is expressed in matrix form as \( \dot{V} = AV + b \), where \( V \) is the time-derivative of \( V \) and \( b \) is a vector which accounts for the boundary conditions. The eigenvalues of the spatial operator matrix \( A \) are computed. If there are eigenvalues with positive real part, the system is asymptotically unstable.

For the solution of the ME1, the cases with higher-order closures for the derivative were found to be stable when fourth-order schemes are used for interpolation for the near-boundary point, as in the test cases of Tables 6 and 7.

For the ME2, Fig. 15 shows the eigenvalues of the stability analysis when Dirichlet conditions are applied on \( u \) at both boundaries. The formulations which do not use characteristic equations for the boundary points (Fig. 15a) lead to pure imaginary eigenvalues and
hence a stable system when any of the closures of Table 8 are used, both in the cases in which we consider and we do not consider the boundary point in the \(c\)-mesh. Note that these include schemes of order four for the boundary point and five for the near-boundary one. The use of closures of order higher than those usually makes the system unstable. Similar results are obtained when \(p\) is imposed at the boundary.

On the other hand, the characteristic formulation has many eigenvalues with positive real part, making that formulation unstable (Fig. 15b). However, the real part is small in comparison to the imaginary part, and hence a relatively small growth rate can be expected in time. It is also possible to stabilize the system by choosing the value of the CFL number and making all the eigenvalues fall in the stable region of the RK4 method. This has been done in tests which are not presented here, but this approach is not generally useful. It is also shown in the figure that a stabilizing effect of a viscous term of the form \(\left(\nabla \cdot \mathbf{u}\right)\) has on the system. The eigenvalues presented are for \(m\) values of 0, 1/20,000 and 1/10,000.

This stability result is confirmed when the problem is marched in time using an RK4 scheme. In Fig. 16 the evolution of the \(L_2\) norm for different values of viscosity is shown. It is seen that the simulation is stable for \(m = 1/10,000\) but unstable for \(m = 0\) and \(m = 1/20,000\).

4. Navier–Stokes test cases

The stable combination of fourth- and fifth-order boundary schemes is implemented in a Navier–Stokes code in two dimensions, with the boundary conditions treated with the NSCBC method [8].

Implementation in dimensions higher than one requires an additional but straightforward procedure for the boundary-parallel components of the mass-flux. Starting from a regular uniform mesh (\(cc\)-mesh), we define a mesh staggered in \(x\) (\(hc\)-mesh), a mesh staggered in \(y\) (\(ch\)-mesh) and a mesh staggered in both \(x\)
and \( y \) (hh-mesh). The variables \( \rho \) and \( E \) are as in one dimension on the cc-mesh, \( m_x \) on the hc-mesh, and \( m_y \) on the ch-mesh (Fig. 17), where it is seen that an additional extra point was added to define \( m_x \) (for this boundary orientation) at the boundary as well. Otherwise the implementation is as in one dimension.

To illustrate how the present approach can be used to treat boundary conditions in Navier–Stokes problems, a channel flow is simulated. This example involves inflow, outflow and wall boundary conditions. The parameters used are the same as those in Poinset and Lele [8]. For completeness, these parameters are reproduced below. The channel has width 2\( l \) and length \( L = 10l \). The inflow conditions at \( x = 0 \) are given by

\[
\begin{align*}
    u(0, y, t) &= u_0 \left( \cos \left( \frac{\pi y}{2} \right) \right), \\
    v(0, y, t) &= 0, \\
    T(0, y, t) &= T_0,
\end{align*}
\]

where \( u, v \) are the \( x \) and \( y \) component of the velocity and \( T \) is the temperature. The boundary condition at \( x = L \) is a non-reflecting outflow, with \( \sigma = 0.25 \). The channel has isothermal no-slip lateral walls, with \( T = T_0 \). The Reynolds number and the Mach number are \( Re = u_0 l / v = 15 \) (\( Re_0 = u_0 c / v = 150 \)) and \( u_0 c / v = 0.1 \). A mesh of 121 \( \times \) 81 points was used.

The resulting pressure, velocity and temperature fields are shown in Fig. 18, where it is seen that good agreement is obtained with the numerical solutions presented in Poinset and Lele [8].

As a second example we present the results of a simulation of Tollmien–Schlichting (TS) waves in a boundary layer with a free stream Mach number of 0.088. A similar test was reported by Nagarajan [10]: a grid of 400 \( \times \) 81 points was used, being the grid in \( x \) uniform with \( Re_{Ax} = 1000 \), and the grid in \( y \) refined close to the wall. In the \( y \)-direction, the domain extends to \( y/h = 165 \), being \( h \) the distance from the wall, and \( \delta \) the displacement thickness at the inflow (\( Re_{Ax} = 1500 \)). The boundary conditions at the wall, including the suction and blowing “patch”, are implemented using the NSCBC method [8]. The parameters of the patch are all the same as in Nagarajan [10]: the velocity normal to the wall is defined by \( v = A \sqrt{f(x)} \sin(\omega t) \) between \( x_1 \leq x \leq x_2 \), with \( Re_{Ax} = 90000 \) and \( Re_{Ax} = 110000 \), and with \( A = 2 \times 10^{-4} U_\infty \) the amplitude, \( \omega = FU_\infty Re_{Ax} \) the non-dimensional frequency, \( F = 0.00014 \), \( Re_{Ax} = 2395 \), and \( f(x) \) the variation of amplitude in \( x \).

\[
\begin{align*}
    f(x) &= 15.1875 \xi^5 - 35.4375 \xi^4 + 20.25 \xi^3 \\
    \zeta(x) &= \begin{cases} 
        \left( \frac{x-x_1}{x_2-x_1} \right)^{3}, & x_1 \leq x \leq x_n \\
        \left( \frac{x-x_n}{x_2-x_n} \right)^{3}, & x_n \leq x \leq x_2
    \end{cases}
\end{align*}
\]

For this problem, an eighth-order, high-resolution filter was used in the \( x \)-direction only, to avoid the growth of numerical instabilities, apparently caused by the difference in grid spacing...
between the x- and y-directions. The details of this high-order filter are reported by Topalian [13]. The growth rate of the instability wave and the \( u \)- and \( v \)-velocity eigenvectors at \( Re_\tau = 600 \) are compared to the DNS results in Fasel and Konzelmann [12] (Fig. 19), where it is seen that good agreement is obtained.

As it was mentioned by Nagarajan [10], this problem is very sensitive to the grid resolution near the wall, specifically in the computation of the amplitude of the kinetic energy integral. It is reported [10] that 10 points in the momentum thickness at the inflow were used for a fourth-order set of boundary schemes, and boundary conditions were implemented indirectly, without the use of extra points. For the present simulation 7 points per momentum thickness were sufficient to match the converged results of Nagarajan [10].

A third test case is a field of Taylor–Green vortices entering and leaving the domain via inflow and outflow boundary conditions, convected by a \( M = V_0/\beta_0 = 0.25 \) subsonic flow. This example illustrates the applicability of the proposed boundary scheme for cases with inflow and outflow turbulent flow. The initial velocity field is given by

\[
\begin{align*}
    u(x,y) &= u_0 \sin(k_x) \cos(k_y) \\
    v(x,y) &= \frac{V_0}{\beta_0} v_0 \cos(k_x) \sin(k_y)
\end{align*}
\]

with \( V_0 = 0.25, u_0 = v_0 = 0.05 \), and \( k = 4\pi/L \). The domain length is set to \( L = 1 \) in both directions, being the x-direction periodic. As the flow evolves in time, the vortices enter the domain from \( y = 0 \). The Reynolds number is set to \( Re = \frac{UL}{\nu} = 5000 \). At the outflow, the approximately non-reflecting NSCBC boundary condition is used, with \( \sigma = 0.25 \) [8]. Fig. 20 shows a snapshot of vorticity after fifteen flow through times \( (t_f = L/V_0) \), and the evolution of the \( L_2 \) norm of vorticity in the domain. It is seen that little distortion is apparent at the inflow and outflow. Also, that the \( L_2 \) norm remains bounded, following a small change after the initial transient, and continues with small-amplitude oscillation in time (less than 0.5%), that are product of the partial reflections at the outflow and inflow. This shows that the proposed boundary conditions and schemes are stable and suitable for this type of problems. It is worth noting that for applications when acoustic effects are important, a boundary treatment that combines this inflow/outflow conditions with buffer zones is better suited [14].

Further examples using these boundary treatments are reported elsewhere [13,15].

5. Conclusions

In this work, we have tested staggered mesh discretization with all the variables at the boundary to facilitate the application of boundary conditions. Tests show that resolution is not hurt by the use of this extra-point on the c-mesh. Furthermore the one-dimensional test cases show that good results are obtained also when the problem is marched in time. When a Dirichlet condition is imposed in the variable on the c-mesh, the use of the interpolation and extrapolation process as in Boersma [4] leads to higher errors. It is clearly better to define the boundary point and apply the Dirichlet condition to it. The implementation of boundary conditions in characteristic form (as by Poinset and Lele [8]) is also explored. This has the advantage of giving physically meaningful values to all the variables. This strategy is more complicated than existing approaches, but not excessively, and leads generally to
improved results. It can be mildly unstable, but is stabilized by very low levels of physical viscosity.

It was also shown that it is possible to use a combination of fourth and fifth-order boundary schemes to close the operators which use sixth-order implicit schemes as interior stencil. They are stable and they improve the accuracy of the solution over lower-order closures, especially as the problem becomes better resolved.

Finally, Navier–Stokes solutions in two-dimensions were shown. The extension to three-dimensions should pose no additional problem, nor should other generalizations like the treatment of time dependent boundary variables or the addition of species and reacting flow [4].
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Fig. 20. Test case: Inflow/outflow of Taylor–Green vortices. (a) Contours of vorticity after 15 flow through times (negative contours are dashed), (b) $L_2$ norm of the vorticity field as a function of flow through times.